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Introduction 

This monograph, dealing with Selected problems of modeling and control in 
mechanics, is a special publication issued to commemorate Prof. Jan Wojciech 
Osiecki – a great scholar, a honoris causa doctor and an unforgettable academic 
teacher. His outstanding contribution to the development of the Kielce University 
of Technology was honoured by unveiling a memorial plaque and naming Lecture 
Hall 117 of the Kielce University of Technology the Prof. Jan Wojciech Osiecki 
Lecture Hall. The ceremony was held on 21 January 2010 to mark the first 
anniversary of death of Prof. Osiecki. 

Prof. Jan Wojciech Osiecki, holding the rank of full professor and titles of honoris 
causa doctor from the Łódź Technical University and the Kielce University of 
Technology, was a distinguished researcher who became an authority in the fields of 
mechanics, mechanical design and maintenance. For many years, he was a member of 
the Scientific Committees of the Polish Academy of Sciences, the State Committee 
for Scientific Research of the Ministry of Scientific Research and Information 
Technology and numerous other scientific boards. He will be remembered as a man 
with a heightened sense of ethical values, recognized for his meritorious contribution 
to the development of higher education and the Świętokrzyski region, an outstanding 
teacher, mentor and supervisor to many researchers.  

The ceremony, which was very moving, took place in the presence of numerous 
guests, friends, colleagues, and former students. The honorary guests included: 

dr Hanna Osiecka-Samsonowicz,  
Prof. Osiecki’s daughter, with family 

prof. dr hab. inż. Stanisław Adamczak, dr h.c.,  
Rector of the Kielce University of Technology 

prof. dr hab. Janusz Kowal,  
Dean of the Faculty of Mechanical Engineering and Robotics,  
AGH University of Science and Technology in Kraków 

dr hab. inż. Leszek Radziszewski, prof. PŚk,  
Dean of the Faculty of Mechatronics and Machine Design 

prof. dr hab. inż. Wiesław Trąmpczyński,  
former Rector of the Kielce University of Technology 

prof. dr hab. inż. Zbigniew Wesołowski,  
member correspondent of the Polish Academy of Sciences. 

During the ceremony, the regulation of the Senate of the Kielce University of 
Technology concerning the naming of Lecture Hall 117 the Prof. Jan Wojciech 
Osiecki Lecture Hall was read: “…On behalf of the Senate of the Kielce University 
of Technology I hereby name Lecture Hall 117 the Prof. Jan Wojciech Osiecki 
Lecture Hall...”. 

The memorial plaque with an effigy of Prof. Osiecki was unveiled by dr Hanna 
Osieckia-Samsonowicz. The inscription reads: 
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Prof. zw. dr hab. Jan Wojciech Osiecki (1930-2009) 
honoris causa doctor of the Kielce University of Technology 
 a distinguished researcher and academic teacher, 
 an authority in the field of mechanics, 
 a faculty member of the Kielce University of Technology from 1971 to 2007, 
 the dean of the Faculty of Mechanical Engineering from 1971 to 1973, 
 a mentor of many engineers and academic teachers of the Kielce University 

of Technology. 
 
This monograph devoted to Prof. Jan Wojciech Osiecki contains papers by 

several academic teachers, who were once his students or colleagues. The authors 
propose solutions to important scientific problems. Prof. Osiecki’s enormous 
kindness, influence on the people he cooperated with and great support in their 
research career development can be felt throughout the whole publication. 

Prof. dr hab. inż. Stanisław Adamczak, dr h.c. 
Rector of the Kielce University of Technology 
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Career Biography of Prof. Jan Wojciech Osiecki 

Professor Jan Wojciech Osiecki was born on 18 August 1930 in Brest-upon-
Bug into a teacher’s family with strong traditions of patriotism and humanism. 

He started his university education in 1948 at the Faculty of Mechanical 
Engineering of the Warsaw University of Technology. The years 1954-1963 were a 
period of close cooperation with Prof. Sylwester Kaliski of the Institute of 
Fundamental Technological Research of the Polish Academy of Sciences and the 
Military University of Technology in Warsaw. Supported by his mentor, he proved 
to be a hard-working, open-minded and creative young scientist. He devoted 
himself to the study of the propagation and reflection of stress waves in 
heterogeneous solids, which bore fruit in a number of publications (17 papers) and 
the defence of his doctoral thesis in 1960. 

The next stage of Prof. Osiecki’s career began in 1963, when he joined the 
Faculty of Industrial Machines and Vehicles of the Warsaw University of 
Technology. He undertook research on the dynamics of machines and mechanisms. 
His findings were presented in two books: Fundamentals of Mechanical Vibration 
Measurements, co-written with Prof. Stefan Zięba, and Tensioned Cable Systems. 
Theory and Calculations, co-written with Prof. Jerzy Hajduk.  

Another area of Prof. Osiecki’s interest was the kinematics and dynamics of 
mechanisms for transmitting drive from an engine to rail vehicle wheels. The 
problems were investigated as a research project for the degree of habilitated 
doctor, which was awarded to him in 1970. 

In 1972, Prof. Osiecki was invited by Prof. Henryk Frąckiewicz to join the 
Kielce unit of the Kielce-Radom Higher School of Engineering. Two years later, 
soon after obtaining the title of professor, he was appointed Dean of the Faculty of 
Mechanical Engineering. Since then, he was actively involved in the development 
of the institution, which largely contributed to its transformation into the Kielce 
University of Technology. Being an experienced researcher and a talented leader, 
he also helped gain the rights to bestow doctorate degrees in mechanics.  

The establishment of the Kielce University of Technology in 1974 was a great 
success ensuring a continuation of the long tradition of technical education in the 
Świetokrzyski Region. This tradition goes back to 1816, the year that Stanisław 
Staszic founded in Kielce the first Polish technical university – the Academic 
School of Mining. 

In 1976, Prof. Osiecki started cooperation with the Simulation Tests Laboratory 
at the Warsaw-based Automotive Industry Institute, where he initiated and led 
research projects on vertical dynamics of motor vehicles. 

Another problem investigated by Prof. Osiecki was active reduction of 
vibrations in mechanical systems and missile control. The studies were conducted 
in collaboration with the Research and Development Institute in Skarżysko and the 
Military University of Technology in Warsaw. 
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His impressive output comprises 18 monographs and course books, and over 
150 papers in specialized journals and conference proceedings. 

Prof. Osiecki was also greatly admired as a teacher. He initiated research 
projects for several dozens of doctoral theses; he acted as a supervisor for 31 
doctoral theses and an internal and external examiner to about a hundred. He was 
also an examiner of fifty habilitation theses. Twelve of his postgraduate students 
and younger colleagues have gained the degrees of habilitated doctor, and two have 
been bestowed the titles of professor. 

Prof. Osiecki was frequently elected to join various committees and self-
governing bodies at a number of research institutions. His merits were fully 
appreciated; he was awarded with many of the highest Poland’s decorations and 
honorary titles, including the honoris causa doctorates of the Łódz University of 
Technology (2001) and the Kielce University of Technology (2004). 

Undoubtedly, Prof. Jan Osiecki made a considerable contribution to the 
establishment and growth of the Kielce University of Technology. He was a highly 
respected researcher, teacher, superior and colleague. Whatever he did, his 
enthusiasm and engagement were natural. He never expected praise or reward. 
Those who had the pleasure to know him will remember him for his sincerity, 
disinterestedness, and kindness. For many, he was an example to follow. 

Personally, I knew Prof. Osiecki for twenty five years. I admired him for his 
knowledge and passion as a scientist, his talents and commitment as a leader, and 
his kindness and tact as an individual. 

I am certain that he and his accomplishments will never be forgotten. 

dr hab. inż. Leszek Radziszewski, prof. PŚk 
Dean of the Faculty of Mechatronics and Machine Design 
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DYNAMIC MODELING OF PHYSICAL 
STRUCTURES 
 

 
1.1. DYNAMIC MODELLING OF HYDROSTATIC 

TRANSMISSIONS WITH SECONDARY CONTROL 
Ryszard Dindorf 

 
 
Hydraulic drives compete with mechanic, electric and pneumatic ones. Develop-

ment of hydraulic drives is connected with lower costs of their production, modern 
energy-saving control technologies, integration of hydraulics with microelectronics, 
application of intelligent control systems, recovery and accumulation of energy in 
hydraulic accumulators, miniaturization of hydraulics and micro-hydraulics. In de-
sign of hydraulic systems technological, economic and ecological problems should 
be taken into account. Reduction of costs of energy consumption and minimization 
of power losses are the basic conditions for development of drive and hydraulic con-
trol. In hydraulic systems energy saving and minimization of power losses may by 
achieved by proper selection of control technology. Volumetric control is in this 
respect more effective than throttle control. Volumetric control consists in applica-
tion of combination pumps, fixed displacement pump with frequency converter or 
variable displacement pump. In throttle control valves and technology control reduc-
ing power losses may be used. The effective reduction of power losses in hydraulic 
drives may by obtained by application of pump controlled system, proportional con-
trol valve, three way flow control valve, slip-in cartridge valve, automatic control 
system, adaptive control, secondary control, load sensing system, flow dividers, hy-
draulic intensifier, follow up control, pulse modulation, sequence control, as well as 
separation of low and high pressure circuits and introduction of pump’s dead move-
ment breakers. In hydraulic drives pump power should be adjusted to the actual 
power demand in receivers (motors, cylinders). To accumulate the energy recovered 
in hydraulic drives the electric, inertial (gyro) and hydraulic accumulators are used. 
In hydraulic systems of high power the hydro-pneumatic accumulators should be 
used as the secondary source of energy. The energy recovered in hydraulic drives is 
accumulated in accumulators and then used to satisfy the peak power demand in 
hydraulics actuators. Application of the energy recuperation in accumulators reduces 
the demand for power in the phases of starting a pump and acceleration of hydraulic 
motor. The efficiency of energy transformation during charging and discharging of 
the hydro-pneumatic accumulator depends on work cycle of hydrostatic drive 
(acceleration time, breaking time and steady motion) and upon energetic capacity 
and thermal time-constant of an accumulator.  

1 
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1.1.1. HYDROSTATIC TRANSMISSIONS WITH SECONDARY CONTROL 

Practically, every hydraulic system of any arbitrary hydrostatic drive system 
consists of pressure energy generators (pumps, accumulators), pressure energy 
actuators (motors, servo-motors), resistance elements (valves, conduits), auxiliary 
elements (filters, heat exchangers, tanks), and control elements. In hydrostatic drive 
systems hydraulic accumulators find application as: pressure generators, volume 
loss compensators, auxiliary or emergency supply sources, pressure pulsation and 
hydraulic shock dampers. Experiments have shown that from different types of 
accumulators, gas accumulators with bladder or diaphragm have the best dynamic 
properties. The hydraulic accumulator is a pressure vessel adjusted to storing the 
pressure energy of working fluid by making use of the difference between com-
pressibility of fluid and gas [2]. The hydraulic accumulator should be characterized 
by a high energy capacity in terms of mass or volume unit, possibility of gaining 
high power, high efficiency of energy storing and processing. A general diagram of 
a hydrostatic transmissions system with a variable-displacement pump, hydraulic 
accumulator as a pressure generator and variable-displacement reversible drive unit 
with secondary control is presented in Figure 1.1.  

 

 
Fig. 1.1. General diagram of a hydrostatic transmission system: 1 – combustion engine, 2 – pump, 
3 – hydraulic accumulator, 4 – reversible drive unit, 5 – driving mechanism, 6 – check power-
operated valve 

 
Three basic elements occur in this system, namely: pump (or a system of pumps) 

as the primary energy source, a hydraulic accumulator (or a battery of accumulators) 
as a secondary energy source and a reversible drive unit which can work either as an 
energy receiver (motor with rotating or linear movement) or as an energy generator 
(pump) of the same principle of operation. The most favourable method of pump con-
trol in such systems is control based on the principle of constant power (P1 = const). 
In this system the hydraulic pump is fed by a combustion engine. The hydraulic pump 
was provided with a regulation system depending on the combustion engine rotating 
velocity. The regulation system protects the combustion engine from overload and 
automatically adjusts the pump setting depending on the load of the combustion en-
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gine. Regulation of reversible drive systems is realized in proportional technique 
which permits a high accuracy of regulation of rotating velocity n2 and torque M2 in 
the whole range of work, maintaining a constant torque M2 = const irrespective of 
rotating velocity n2 and maintaining a constant rotating velocity n2 = const irrespective 
of torque M2. Reversible unit drives are additionally protected from uncontrolled 
change of rotating velocity n2, i.e. the so-called over-speeding. In the hydrostatic 
transmission system represented in Figure 1.1 pressure pz is maintained in dependence 
on the state of accumulator charge. It means that pressure pz changes according to a 
proper characteristic of the accumulator depending on thermodynamical transforma-
tion and of flow rate qva into the accumulator. Such a control system enables the 
accumulator to be charged to maximum pressure pmax with small efficiency of the 
pump, whereas under a full load of the drive system the pump suffices to satisfy a 
mean power demand. With a peak demand of power the hydraulic accumulator is 
used. In the main line of supply of the discussed drive system there aren’t any resis-
tance elements. If a short supply line is additionally installed, transfer of pressure 
energy is effected without losses. A very important element of this type of hydrostatic 
drive systems is a reversible drive unit which, depending on work cycle, can trans-
form hydraulic energy into mechanical one (steady state and acceleration) or me-
chanical energy into hydraulic one (delay). In order to fulfil its function well, the re-
versible drive unit must be provided with a proper system of regulation of torque M2 
and rotating speed n2 which can be realized by means of the so-called "hydraulic 
weight" or in servo control with a power or position feedback. The condition of energy 
recuperation in hydrostatic drive systems is application of a hydraulic accumulator as 
a secondary energy source of two-directional flow. Application of the secondary 
energy source significantly decreases the demand for energy from the primary energy 
source (pumps) which leads to energy economy in hydrostatic drive systems. Hydro-
static transmission systems with secondary control find application in hydraulic fort-
lift, heavy working machines, mining machines, dock levellers, cranes, vehicles. 

1.1.2. APPLICATION OF MSM IN MODELLING AND SIMULATION  
OF SECONDARY CONTROL 

In modelling of dynamics of hydraulic systems, nonlinearities which may be 
classified as structural ones are taken into account. Structural nonlinearities result 
from physical nature of processes taking place in hydraulic systems. Unless the 
nonlinearities have got discontinuities they may be linearized by means of various 
methods, for example, by expansion into Taylor or McLaurin series. Lineariza-
tion is carried out in justified cases, for instance, in testing of system stability 
around the balance point. In hydraulic systems nonlinearities may assume various 
forms, for example, may depend on one, two, or more variables or their deriva-
tives, may be slow action (pump characteristics) or fast action (change of fluid 
compressibility in the function of pressure). Nonlinearities of the system are pre-
sented as a function or in the form of graphical function (steady-state characteris-
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tics). In hydraulic systems numerous processes including fluid flow through 
throttling gap, hydrodynamic force, force of dry fiction, fluid compressibility, 
fluid viscosity and thermodynamic phenomena are described by nonlinear func-
tions whereas nonlinear static characteristics are taken into account in analysis of 
hydraulic valves, for example, servo-valves and proportional valves. The flow 
characteristics of the valves indicated possess both zone of insensitivity and satu-
ration zone. Since modified structural matrices must be adjusted to dynamic 
modelling and testing of nonlinear hydraulic systems it is necessarily that the 
elements of matrix contain functions or nonlinear characteristics. 

The modified structural matrices (MSM) is applied in modelling of both linear 
and nonlinear simulations of hydraulic control systems. The method is based 
upon the concise notation of matrix-vector product in the form of a table which 
enables ordinary notation of ordinary differential equations. For nonlinear sys-
tems MSM is written in the combined form allowing the separation of the subma-
trices of the linear and nonlinear parts. A nonlinear part contains the matrices of 
conjugations, coefficients and operators of nonlinear functions. The modified 
structural matrices enable a simple presentation of the system functional and dy-
namic structure as well as determining the relations between coordinates of state 
and between coordinates of state and input parameters (controlling, interfering 
and input). On MSM both the correctness of the system dynamic model and the 
flow of information signals can be easily checked. The usefulness of MSM was 
proved by means of modelling and digital simulation of secondary control. After 
linearization of nonlinearity the matrix was used in qualitative testing of the con-
trol system stability (parametric and structural). On the basis of the experiments 
conducted up to now it may be concluded that MSM can be applied in modelling 
dynamics and in quantitative and qualitative testing of the dynamic hydraulic 
systems and other physical systems including pneumatic, mechanical and electri-
cal ones the paper concentrates on the principle of formation of modified struc-
tural matrices for linear and nonlinear control system by means of ordinary differen-
tial equations. The example showing the application of structural matrices in 
modelling dynamics and simulation of nonlinear system of secondary control 
does not provide sufficient information on usability of MSM in investigation of 
dynamic, linear control systems. 

As an example modelling and simulation of reversible driving unit A2V107 
type with secondary control is used [1]. The scheme of the hydraulics secondary 
control of reversible drive unit consisting of the servomechanism with the force-
testing feedback is shown in Figure 1.2.  

The reversible driving unit was incorporated into the hydrostatic transmissions 
system with the pressure generator (pz = const). The servo-motor is fed by the fluid 
flux of constant pressure po. In the system the tachometric pump feeding the 
measuring part of the system and consisting of throttle valve, flow control and 
servo-valve was used. The secondary control is applied to adjust the rotational 
speed n2 and momentum M2 of the driving unit to driving system loading and 
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operation, for example, during acceleration and stabilised motion the driving unit 
functions as an engine and during braking as a pump. During breaking there is a 
possibility of energy recuperation and its subsequent accumulation in hydro-
pneumatic accumulators. The application of secondary control systems in energy-
saving driving systems of mining machines was a theme of the research project.  

 
Fig. 1.2. Scheme of hydraulics secondary control system: 1 – reversible drive unit, 2 – servo-
cylinder, 3 – servo-valve, 4 – tachometric pump, 5 – flow controller, 6 – throttle valve, 7 – re-
duction valve, 8 – reversible braking unit 

 
A general dynamic model of the hydraulic secondary control system can be 

written in the form of the following ordinary differential equations:  
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        (1.1) 

 

where: ai – constant coefficients,  – angular velocity of the driving unit, pm – pres-
sure in the measurement system, y – displacement of the cylinder spool, x – 
displacement of the servo-valve control slider, p – pressure drop on the 
servo-motor, po – pressure behind the reduction valve, xo – steady overlap of 
the control spool, Sn – steering parameter of the flow regulator, pz – pressure 
drop on the breaking unit is introduced as the input quantity, Mst – losses on 
net torque of the driving unit, Fst – losses of force in the servo-motor. 

In order to write down nonlinearity on matrices the submatrix N – the product of 
submatrix H by submatrix F is introduced: 

FHN            (1.2) 
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where:  
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If submatrix N is introduced into equation (1.2) the matrix-vector product of 
nonlinear system is represented as follows:  

uBNxA            (1.3) 

The linear part of the indicated matrix does not differ from of modified struc-
tural matrix for linear system. It contains submatrices A  and B. Nonlinear part of 
the matrix includes diagonal submatrix F and the submatrix of coefficients H. 
Submatrix F contains operators of nonlinear functions, for example, power, expo-
nent, logarithmic, trigonometric, product of two or more variables. On the other 
hand, submatrix H contains constant coefficients of nonlinear functions. The sub-
matrices 1 enable conjugation of linear part of the system with the N submatrix of 
nonlinear functions. A concise notation of matrix-vector product (1.3) is obtained 
by means of modified structural matrix (Table 1.1). It is a combined notation of 
modified structural matrix consisting in separation from hydraulic secondary con-
trol system of its linear and nonlinear terms represented by respective submatrices. 

 

Table 1.1. Modified structural matrix of hydraulics secondary control system 

pm x p y  N1 N2 N3 pz po xo ph Sr Mst Fst 

D a10 D   a7 –a8       –a9   

–a18 D2+a16D+a17  –a19      a18      

 n D+a22 –a21 D   a20   n n     

 –a14 a13 D2+a11D+a12           –a15 

–a4   n D+a2   a1 n   –a3  –a5  

1     f1          

 1 1    f2   1 1     

   1    f3 1       

 
On the modified structural matrix (Table 1.1) three nonlinear functions can be 

distinguished:  
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mpf 1    
)(

2

1
(2 ppxxf oo 

 

)1( 63 signaypf z   
where: pz – outlet pressure. 

The dynamic model was applied and in accordance with the Table 1.1 the digi-
tal simulation of the secondary control system was carried out. The purpose of the 
simulation was to determine the run of the following parameters: (t), pm(t), y(t), 
y(t), x(t), x(t) i p(t) in relation to the change of coefficients ai. After calculating 
the value of ai coefficients an initial digital simulation determining the integration 
step and numerical method for the input action was introduced. Various numerical 
methods were tested but finally Gear’s method of the order k = 2 was selected. The 
integration step was determined as h = 0.0001 s, integration range as t = 01 s and 
separation of results for every 0.005 s. The results of the initial digital simulation 
prove that the system investigated is numbered among the systems of stiff type. 
The simulation of the control system was conducted by means of a simulation pro-
gram in MATLAB adapted to the structure of the modified structural matrices. The 
effect of the change of coefficients ai upon stability of control system was carried 
out for input parameter ph = 1x106 MPa. The system displayed stability in the 
initial state for the parameter indicated above.  

In the simulation calculations the initial values of the control system coefficients 
were as follows: 
a1 = 0.025 m/(Ns2)  a2 = 97.006 1/s a3 = 0.001 m2/(Ns2) 
a4 = 1.073x10–4 m2/(Ns2)  a5 = 59.88 1/(Nms2) a6 = 1.1 
a7 = 4.73x106 N/m2  a8 = 1.14x105 N1/2/(ms) a9 = 2.778x107 N/(m2s) 
a10 = 8.333x108 N/m3  a11 = 653.333 Ns/(kgm)  a12 = 1.28x104 N/(kgm)  
a13 = 4.667x10-4 m2/kg a14 = 0.667 1/kg  a15 = 0.667 1/kg 
a16 = 525 Ns/(kgm) a17 = 7.5x105 N/(kgm) a18 = 0.0015 m2/kg 
a19 = 2.85x1010 N/(kgm)  a20 = 1.021x1010 N1/2/(m2s)  a21 = 9.589x109 N/m3 
a22 = 45.205 1/s 

The following values of the control parameters were assumed:  

xo = 0.24x10-3 m,     pz = 15 MPa,     Sn = 5,     po = 4 MPa. 

Disturbance quantities included: Mst = 25 Nm i Fst = 85 N. 

Simulations were conducted with only one coefficient changed (other coeffi-
cients remained constant). It was increased and decreased by 30%. After analysing 
the effect of various coefficients upon the system stability it may be concluded that 
some coefficients have a destabilising influence upon the run of all the parameters 
of the system, namely: a1, a2, a7, a8, a9, a18 i a19. Other coefficients significantly 
affect only the run of particular parameters of the system, for example, (t) angular 
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velocity is considerably affected by coefficients a530% and a20–30%. The exem-
plary run of the function (t) for coefficients a5 and a530% is presented in Figure 1.3 
and for coefficients a20 and a20–30% in Figure 1.4.  

The run changes of the dynamic characteristics of the system resulting from the 
change of coefficients manifest themselves by the growth or decrease of amplitude 
and pulsation period in the transient state. As the result of digital simulations two 
kinds of output functions: strongly damped and unstable were obtained. The results 
of digital simulation are verified experimentally.  

 

 
Fig. 1.3. Transient response of angular velocity (t) for coefficients: a5 (1), a5+30% (2), a5–30% (3) 

 
 
 

 
Fig. 1.4. Transient response of angular velocity (t) for coefficients: a20 (1), a20–30% (2) 
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The paper presents a dynamic model and results of digital simulation of hydraulic 
drive system with secondary control. The modified structural matrices (MSM) are 
used in modelling of the hydraulic secondary control system. The coefficients influ-
ence upon stability of secondary control system and quality indicators of dynamic 
characteristics are analysed. The modeling method is based upon the concise notation 
of matrix-vector product in the form of a table which enables ordinary notation of 
ordinary differential equations. The MSM obtained on the basis of Shatihin’s struc-
tural matrices. The structural matrices are based upon the concise notation of matrix-
vector product in the form of a table which enables ordinary notation of ordinary 
differential equations. The modified structural matrix in comparison with ordinary 
structural matrix contains differential operators D. For nonlinear systems modified 
structural matrix is written in the combined form allowing the separation of the sub-
matrices of the linear and nonlinear parts. A nonlinear part contains the matrices of 
conjugations, coefficients and operators of nonlinear functions. The MSM enable a 
simple presentation of the system functional and dynamic structure as well as deter-
mining the relations between coordinates of state and between coordinates of 
state and input parameters (controlling, interfering and input). On MSM both the 
correctness of the system dynamic model and the flow of information signals can be 
easily checked. On the basis of the experiments conducted up to now it may be con-
cluded that MSM can be applied in modelling dynamics and in quantitative and 
qualitative testing of the dynamic hydraulic systems.  

 
 
 

1.2. DYNAMIC ELEMENTS OF A MOTOR VEHICLE  
WHICH IS A CARRIER OF THE ANTI-AIRCRAFT  

MISSILE LAUNCHER 
Zbigniew Dziopa 

 
The discussed motor vehicle is one of the five basic elements of the self-

propelled anti-aircraft missile assembly: 
1. Combat vehicle. 
2. Operator and driver in their seats. 
3. Launcher with four missile guides. 
4. Four missiles with gyroscope systems. 
5. Target. 

Each element is indispensable to performing the essential task assigned to the 
anti-aircraft assembly, which is the destruction of the target by the launched mis-
sile. The assembly elements are complex systems performing specific functions. 
Their geometry, structure, parameters values should be subject to the proper opera-
tion of the assembly as a whole.  
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Fig. 1.5. Physical model of the self-propelled anti-aircraft missile assembly 
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The notion of the optimal structure of a particular element is linked, among others, to 
its harmless effect on other assembly elements. The interaction of the assembly ob-
jects is connected with the emission of disturbance generated by the individual ele-
ment. If the disturbance does not affect the comfort of missile operation in a negative 
way then they are considered to be harmless. The functioning of the assembly is a 
continuous coincidence of the occurring processes. Therefore the right model design 
is fundamental to the anti-aircraft assembly analysis. It is necessary to take into con-
sideration the structural details for the effectiveness of the numerical calculations and 
substantive indispensability evaluated in relation to the dynamic phenomena. The 
tasks performed by the assembly are not affected by the five assembly elements to 
the same degree. Their proper degeneration determines the preservation of the dy-
namic properties of an actual system by the constructed model. 

The system is treated as one complex object [9, 14]. As the partial systems are 
not considered one may speak about the number of freedom degrees of the system 
as a whole. The notion of the number of freedom degrees is introduced in the 
study. It is a purely formal practice, which makes a clear presentation of the prob-
lem easier, however from the substantive interpretation point of few it is improper. 
The author points out the terminology inaccuracy, which in the case of complex 
system structure allows for accurate elaboration of the individual elements including 
the motor vehicle. 

The self-propelled anti-aircraft missile assembly with one of its elements, the 
motor vehicle [4], presented in Figure 1.5. 

1.2.1. MOTOR VEHICLE PHYSICAL MODEL 

The anti-aircraft missile launcher is mounted on a carrier which is a motor vehi-
cle [3, 4]. Owing to that fact the assembly becomes mobile, which is essential for 
the modern battlefield. The possibility of a quick position change and a close inter-
action with an automated anti-aircraft defense system allow for locating the enemy 
and its elimination from battle. Depending on the type of risk and needs the appli-
cation of the vehicle makes it possible for protecting the zone threatened with the 
enemy attacks. The vehicle can move into the threatened area and cover the troops 
and equipment stationed there. In the case of direct enemy attack from air an effi-
cient location change of the assembly allows for neutralizing the opponent. 

Shooting at a target can be carried out from a vehicle standing still as well as 
moving over a given surface. The elaborated model allows for conducting a nu-
merical simulation in both cases. The vehicle standing still is a system in a stable 
equilibrium. Outer input does not affect the assembly. The disturbance generated 
within the system is solely linked to the launch of the first, and then the next missile. 
Another possible variant can be taken into consideration. The vehicle stands still 
while it is affected by the outer input from the side of the road. Such a model of 
input function suits the real conditions that can be created as a result of a nearby 
explosion occurring on the ground, which causes tectonic movement of the litho-
sphere in the direct vicinity of the standing vehicle. The function describing the 
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shape of such input can be assumed in accordance with the rule of intensive inter-
action of the disturbance source. On account of the determined presentation of the 
occurring processes such an assumption should be treated as a form of a test on the 
system under discussion. The application of the extreme input allows for drawing 
conclusions concerning the final effective application of the assembly in opera-
tional conditions. While formulating the vehicle model the interaction resulting 
from the work of the following elements of vehicle chassis: power transmission, 
steering, and braking systems as well as the engine, was ignored as these systems 
do not operate. 

The general vehicle movement is usually treated as a combination of primary 
motion and primary motion disturbance. In the assumed model the primary vehicle 
motion is rectilinear and uniform. Therefore it is justifiable to introduce several 
simplifications into the vehicle structure. The steering system interaction with the 
running system vibration was considered as weak and thus ignored [11]. The 
breaking system does not work while the power transmission system and the en-
gine are so meticulously manufactured and balanced that they by no means can be 
considered to be the vibration source. The radius homogeneity of tyre rigidity is 
preserved and the wheels as an element of the running system are balanced. Apart 
from that the slight advance velocity of the vehicle justifies omitting the aerody-
namic drag. In conclusion, you can state that the vehicle is not a source of internal 
input, but it is affected by the external input resulting from the movement of the 
vehicle wheels over vertical road surface irregularities. The interaction of the wheel 
tyre with the road surface can be an issue for a another study. In this paper it was 
assumed a priori that the input has a kinematic form determined by the course of 
the vertical relocation of the wheel contact with the road surface, and the vehicle 
model accounts for the radius deformability of the tyre. The input assumed in the 
discussion is a determined model of input signals of three different types. The first 
type is an ideally smooth road, i.e. the assembly is not affected by the external in-
put. Such model allows for checking if under ideal conditions it is possible to 
launch effectively a missile off a running vehicle and at what advance velocity safety 
conditions and technical limitations are exceeded. A positive answer suggests that it 
is necessary to check the assembly performance in less favourable conditions. The 
limiting advance velocity determined in this way is the meter of the extreme as-
sembly performance in the ideally created conditions and can be the reference point 
to the further research. The second type is the lateral, single hump located cross-
wise the vehicle running direction. In this case it is a single pulse of a specific 
shape. The third type is a model accounting for the road surface profile. The model 
of the input signals reflects the road surface irregularities in the form of functions 
determined by well-known spectral power density characteristics [9]. On the basis 
of the existing road classification soft road surface was chosen. 

Taking into consideration the formulated aim of the study and the above-
mentioned assumptions the motor vehicle was modeled in the form of four masses 
and eight deformable elements [7, 8, 14], as presented in Figure 1.6. 
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The body of the car is ideally rigid with the mass mn and moments of inertia Inx, 
Inz. The vehicle chassis consists of the front independent suspension and the rear 
dependent suspension. The front axle of the vehicle along with the wheels is re-
duced to two concentrated masses m11 and m12. The rear axle along with the wheels 
is reduced to a rigid body with the mass mm and the inertia moment Imx. The charac-
teristics of the radius flexibility of the front wheels and rear wheels tyre and the 
characteristics of the front and rear suspension flexibility are the Voight-Kelvin 
linear models. Therefore the characteristics of the weightless deformable elements 
are represented by the following rigidity and damping coefficients: k11 and c11, and 
k12 and c12 determine the front wheels tyre, k13 and c13, and k14 and c14 determine the 
rear wheels tyre, k21 and c21 and k22 and c22 determine the front axle suspension, k23 

and c23 and k24 and c24 determine the rear axle suspension. 
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Fig. 1.6. Physical model of the combat vehicle 

 
The vehicle inertia elements location at an optional moment are presented by a 

cartesian orthogonal dextrorotatory coordinates system [13]. The reference systems 
are the following coordinates systems: 
a) Coordinates system connected with the ground, 
b) Coordinates systems determining the vehicle body movement: 

–  nnnn zyx0   

–  nnnn zyxS   

–  nnnnS    

If the vehicle moves without the disturbance of the primary motion then the 
coordinates systems: nnnn zyx0 , nnnn zyxS  and nnnnS   overlap. The body 



 24 

model as an element of the three-dimensional vibrating system performs in rela-
tion to the reference system nnnn zyx0  complex motion consisting of the recti-

linear centre of mass motion nS . In accordance with the ny  coordinate change, 

rotary motion around the nnzS  axis. In accordance with the inclination angle 

change n  and rotary motion around the nn xS  axis, in accordance with the 

tilting angle change n ; 

c) Coordinates systems determining the chassis movement: 
c1) Coordinates systems determining the front axle motion: 

–  111111110 zyx   

–  11111111 zyxS   

If the vehicle moves without the primary motion disturbance then the coordi-
nates systems: 111111110 zyx  and 11111111 zyxS  at any moment overlap. The first 

element of the front axle model in the form of a particle 11S  in the case of vi-

bration performs rectilinear motion towards the reference system 111111110 zyx  
and accordingly to the y11 coordinate change. 

–  121212120 zyx   

–  12121212 zyxS  

If the vehicle moves without any primary motion disturbance then the coordi-
nates systems 121212120 zyx  and 12121212 zyxS  overlap at any time. In the case of 

vibration the second element of the front axle in the form of a particle 12S  per-

forms rectilinear motion towards the reference 121212120 zyx  and accordingly to 

the 12y  coordinate change; 

c2) Coordinates systems determining the rear axle motion: 
–  mmmm zyx0   

–  mmmm zyxS   

–  mmmmS    

If the vehicle moves without any primary motion disturbance then the coordi-
nates systems mmmm zyx ,0 , mmmm zyxS  and mmmmS   overlap at any mo-

ment. The rear axle model performs towards the reference system mmmm zyx0  

complex motion consisting of the rectilinear motion of the center of inertia mS  

in accordance with the my  coordinate change and rotary motion around the 

mm xS  axis in accordance with the tilting angle m  change. 

The number of the degrees of freedom resulting from a complicated structure 
of the motor vehicle model defining the primary motion disturbance in space 
equals seven. 
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1.2.2. MATHEMATICAL MODEL OF THE MOTOR VEHICLE 

Seven independent coordinates determine the motion of the motor vehicle model: 
a) Motor vehicle body –  ideally rigid body : ny , n , n  

b) Front axle and the wheels  –  concentrated mass : 11y  

  –  concentrated mass : 12y  

c) Rear axle and the wheels –  ideally rigid body : my , m  
 

Motion equations: 
The motor vehicle equations are one of the parts of the anti-aircraft assembly 
motion equations 

01212121211111111

1414131312121111

1414131312121111

2424232324242323

2222222221212121










gmkckc

kkkk

cccc

kkcc

kckcym

nffffffff

wwwwwwww

wwwwwwww

nn


















                      (1.4) 

 

 

01212121211111111

14214132131211211111

14214132131211211111

24224232232422423223

22122221222112121121










ffffffffffff

wwwwwwwwwwww

wwwwwwwwwwww

nnnn

nnnnnnz

lklclklc

lklklklk

lclclclc

lklklclc

lklclklcI


















                   (1.5) 

 

 

012212122121111111111

14214131131221211111

14214131131221211111

24224231232422423123

22222222222112121121










ffffffffffff

wwwwwwwwwwww

wwwwwwwwwwww

ntntntnt

npnpnpnpnnx

dkdcdkdc

dkdkdkdk

dcdcdcdc

dkdkdcdc

dkdcdkdcI


















          (1.6) 

 

 01121212121111111111111  gmkckcym                              (1.7) 
 

 01222222222121212121212  gmkckcym                            (1.8) 
 

02424232324242323

1414131314141313





gmkkcc

kkccym

m

mm







                                    (1.9) 



 26 

024224231232422423123

14214131131421413113









mmmm

mmmmmmx

dkdkdcdc

dkdkdcdcI




                   (1.10) 

where: 

     
    stnstnnpnstnnnstn

stnstnnpnstnnnstn

st

st

yydlyy

yydlyy

yyy

yyy

12122122

11111121

02121212

01111111













 

  

122122

111121

021212

011111

ydly

ydly

yy

yy

nnpnnn

nnpnnn

























                                                                   (1.11) 

  

 
 

     
     mstmmmstmnstnntnstnnnstn

mstmmmstmnstnntnstnnnstn

mstmmmstm

mstmmmstm

dyydlyy

dyydlyy

ydyy

ydyy














22224

11223

04214

03113

  

  

mmmnntnnn

mmmnntnnn

mmm

mmm

dydly

dydly

ydy

ydy

















22224

11223

04214

03113









                                                         

 
Parameters of the studied model are presented in the monograph [6]. 

1.2.3. NUMERICAL SIMULATION OF THE MOTOR VEHICLE MOTION 
DURING THE OPERATION OF THE ANTI-AIRCRAFT MISSILE 
ASSEMBLY 

On the basis of the elaborated mathematical model of the anti-aircraft assembly 
a computer program in the Borland C++ system was edited by the author. It al-
lowed to conduct the numerical simulation of the formulated system operation [7, 
12]. Owing to that the results of the motor vehicle performance during the anti-
aircraft assembly operations can be presented. The analysis is limited solely to the 
mechanical interaction type and serves the purpose of evaluating their influence on 
the reachability of the manoeuvring target by the missiles at the time of launching. 

The computer program allows for conducting a simulation of the anti-aircraft 
assembly operation from the moment the target becomes traced by the missiles 
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located on the launcher. The moment is selected by determining the initial target 
location towards the assembly for the time t = 0. The target performs independent 
movement, which can be treated as a defensive manoeuvre of the pilot. The con-
figuration of the launcher turret results from the initial platform location and the 
guide system: deg45pv  and .deg45pv  

Most often shooting at the target is carried out from a vehicle at rest. The 
spacial movement simulation of the assembly model will be discussed while taking 
into consideration additionally the disturbance coming from the nearby ground 
explosion. The mathematical model of such input is a virtual form resembling the 
drive of the vehicle over smooth surface with a hump, of a specific profile as pre-
sented in Figure 1.7, located crosswise. The case of input affecting the right side 
wheels of the vehicle is being discussed. 

Due to the determined type of the analysis the introduction of the additional ex-
ternal input from the side of the road allows for the evaluation of the disturbance 
generated by the missiles while launching and gives an opportunity to test the per-
formance of the gyroscope tracing systems. 
 
a)                                                                      b) 

   
Fig. 1.7. Input from the side of the road affecting: a) front wheels of the vehicle, b) rear wheels 
of the vehicle 

 
The launch of each of the four missiles significantly activates the linear vibra-

tion of the vehicle body. The missile movement along the launcher leads to the fast 
growth of the amplitude values of the course of the linear acceleration variability of 
the vehicle body Figure 1.8. On the basis of the acceleration variability course it is 
easy to determine the launching moments of the next missiles. The process of mis-
sile launching lasts about 0.1 s, and due to dynamic processes each missile stays at 
the launcher different amount of time. The moment of launching affects the charac-
teristics of the initial flight parameters. The flight trajectory depends, among 
others, on these parameters values. The linear acceleration has the quality of con-
tinuous function in each motion phase. 

 



 28 

 
Fig. 1.8. Linear acceleration of the vehicle body 

 
The standard deviation of the linear acceleration variation course of the vehicle 

body ny  equals 8829.2
ny m/s2. 

 
a)                                                                         b) 

   
c)                                                                         d) 

   
Fig. 1.9. Linear acceleration of the vehicle body while launching: a) missile 1, b) missile 2, 
c) missile 3, d) missile 4 
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Each missile leaves the guide with a different value of the linear acceleration of 
the body Figure 1.9. The moment the missiles leaves the launcher the initial flight 
parameters are determined, which are determined by the system dynamics and thus 
depend also on the re action of the vehicle body to the propagation of disturbance. 

The input coming from the road generates vibration of the vehicle body deter-
mined In phase I by the standard deviation with the lowest value Figure 1.10. The 
missile 3 launch In phase IV activates the body’s vibration with linear acceleration, 
whose standard deviation is of the highest value. 

 

 
Fig. 1.10. Standard deviation of the linear acceleration variation course of the vehicle body 
 
The launch of each of the four missiles significantly activates the vehicle body’s 

angular vibration in the inclination motion, whereas in the tilting motion there is no 
such distinct regularity. The missile movement along the launcher guide leads to 
the rapid growth of the amplitude value (Fig. 1.11a) in the course of the angular 
acceleration variation of the body in the inclination motion. On the basis of the 
acceleration variation course it is easy to determine the moments of the next mis-
siles launch. Whereas the missile launch is not distinguished clearly by a quick 
change of the course of the angular acceleration variation of the body in the tilting 
motion Figure 1.11b. It is difficult to determine the launching moments of the next 
missiles on the basis of the acceleration variation course. 

The standard deviation of the angular acceleration variation course of the vehi-
cle body is larger In the inclination motion than the tilting motion. It means that the 
body load caused by launching the missiles is larger in the direction of changing 
the n  angle than in the direction of changing the n  angle. 

The standard deviation of the angular acceleration variation course of the vehi-

cle body n  in the inclination motion equals .8736.2
n

   

The standard deviation of the angular acceleration variation course of the vehi-
cle body n  in the tilting motion equals 6715.1

n  rad/s2. 
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a)                                                                        b) 

   
Fig. 1.11. Angular acceleration of the vehicle body: a) in the inclination motion, b) in the tilting 
motion 

 
The acceleration in the inclination motion remains at the highest level after the 

launch of the 3 missile in the IV phase, whereas In the tilting motion after the 
launch of the 2 missile In III phase Figure 1.12. 
 
a)                                                                      b) 

    
Fig. 1.12. Standard deviation of the angular acceleration variation course of the vehicle body: 
a) in the inclination motion, b) in the tilting motion 

 
The presented acceleration variation courses characterizing vehicle’s reaction to 

the input from the side of the road and caused by the launch of the four missiles 
have the quality of the continuous function in all the motion phases. 

 
The article presents the variation courses of some physical variables charac-

terizing the motor vehicle reactions to the selected launching conditions. The target 
performs a particular defensive manoeuvre. The vehicle does not perform the pri-
mary motion, but the external input from the side of the road is generated. The four 
missiles are launched at one-second intervals. Their movement along the launcher 
guide causes disturbance within the system. 
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The external input from the side of the road affects the right-side wheel. From the 
perspective of the determined analysis the extreme interactions are the most signifi-
cant. In the studied case the input characteristic from the side of the road does not 
generate the maximal disturbance in the system. The input function is chosen in such 
a way as to allow for the evaluation of the individual anti-aircraft assembly elements 
vibration generated during the missile launch. The side-of-the-road input is trans-
ferred onto the human and it is felt as discomfort. The launch of the next missiles 
generates vibration of the individual inertia elements of the vehicle. The task of the 
vehicle is to isolate the people operating the anti-aircraft assembly and the launching 
missiles from the disturbance resulting from the road interaction.  

The front and rear axle vibration are caused by the input from the side of the 
road and are transferred onto the other anti-aircraft assembly elements. The distur-
bance reaches the launcher turret and via the guides system affects the missiles 
movement. The acceleration fluctuation level of the turret is, in the studied case, 
lower than the level characterizing vibration caused by launching the next missiles. 
In real military operations, however, extreme side-of-the-road input conditions can 
be present, which will activate intensive turret vibration. This may lead to the nega-
tive parameters at the launch of missiles [5].  
 

 
 

1.3. CONTROLLED GYROSCOPES FOR PRECISION  
DESTRUCTION MUNITIONS 

Zbigniew Koruba 

 
In the last several decades, the gyroscope technology has undergone numerous 

transformations. State-of-the-art gyroscopes no longer resemble classic mechanical 
systems with a spinning rotor and suspension elements. In vibratory gyroscopes, 
for instance, the motion of the rotor can be in the form of progressive or angular 
vibrations. In vibratory hydrodynamic gyroscopes and vibratory magnetohydrody-
namic gyroscopes, the rotor can be replaced by a spinning or vibrating fluid. In 
corpuscular gyroscopes, elementary particles – electrones, protones, neutrones, 
nuclei or atoms – are the carriers of angular momentum. In fact, all types of gyro-
scopes feature a carrier of angular momentum (kinetic moment). 

In recent years, the basic definition of gyroscope as an instrument for measuring 
angular momentum or spin has been widened considerably. Nowadays, the term 
gyroscope is used for any device that allows autonomous measurement (no interac-
tion with the environment) of the base rotation with respect to an inertial coordi-
nate system. Examples include optical, laser, polarization-controlled gyroscopes, 
and ones based on de Broglie wave interference of elementary particles. 

The name gyroscope was first used by the French physicist Foucault to describe a 
balanced high-speed rotor in a one- or two-axis Cardan suspension employed for 
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detecting and measuring the base rotation. The term was then used for all instruments 
with this property. The literature describes more than a hundred physical phenomena 
which can be applied to autonomously detect and measure a rotation by means of a 
gyroscope. Very few concepts, however, have been put to practice. Until recently, 
Foucault gyroscopes employing a rigid mechanical spinning rotor in a Cardan sus-
pension were the most common. Now, hydrostatic (float) suspensions are frequently 
used to relieve the bearings. Equally popular are spherical gyroscopes with aerody-
namic, electrostatic and magnetic suspensions. The latest models possess a cryogenic 
magnetic suspension, which makes use of superconductivity. An example of gyro-
scopes with no carrier of angular momentum are laser gyroscopes. Modern gyro-
scopic devices are frequently fitted on board of moving objects such as aircraft, 
ships, submarines, rockets and artificial Earth’s satellites. Their task is to navigate the 
objects, establish their orientation with reference to some assumed systems, stabilize 
their motion with regard to the predetermined paths, automatically control these mo-
tions, and spatially stabilize the instruments on board. 

Gyroscopic systems can be divided into spatial instruments for determining direc-
tions in a reference system (reference direction meters), and informative and measur-
ing gyroscopes, which generate signals characterizing a measurement parameter of an 
object’s motion (measuring gyroscopes). Group one includes gyrocompasses, vertical 
gyros, course gyroscopes, and free gyroscopes. The other includes gyroscopic ta-
chometers (sensors of angular velocities), integrating gyroscopes, gyroscopic ta-
chometers/accelerometers, and gyroscopic integrators of linear accelerations. 

When fitted on board of a moving object, a gyroscope – an indicator of a reference 
direction – reproduces the spatial position of one of the reference axes of the coor-
dinate system. It follows the direction of this axis via the spatial position of the 
gyroscope main axis. It is now easy and simple to measure one or two angles of 
deflection of the lenses with regard to the reference system in the form of angles of 
rotation of the object with respect to one or two gyroscope axes. The angles are 
measured in a natural scale with no dynamic errors. 

Measuring gyroscopes are similar in the principle of operation and the method 
of input-to-output transfer to sensors used in the automation systems whose func-
tion is to convert electrical signals of various mechanical, thermal, and other non-
electrical quantities. The coefficient of amplification of measuring gyroscopes, 
including instruments measuring the angle of the base rotation (integrating gyro-
scopes), is dependent on the instrument parameters. When designing measuring 
gyroscopes, engineers need to ensure the stability of dynamic parameters, particu-
larly angular momentum, in order to achieve high accuracy of measurements. The 
output quantity of measuring gyroscopes is dependent not only on the value of the 
input quantity but also on the character of its changes. In other words, measuring 
gyroscopes are affected by dynamic errors. 

The rapid development of gyroscopic systems has been due to the emergence of 
rocket and space vehicle technologies. Until recently, gyroscopic systems were 
divided into maritime and aerial. The systems in the first group were characterized 
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by relatively high accuracy; their disadvantages included a large size and a large 
mass. The other systems – quite the opposite – featured little accuracy but simple 
design and a small size. As it was necessary to employ a gyroscope as an optoelec-
tronic drive of the target coordinator in self-guided missiles, designers had to de-
velop high-precision controlled gyroscopic systems with reduced dimensions and 
mass, and minimum energy demand. It should be noted that this high precision 
needs to be maintained also under difficult dynamic (G-loads, vibrations) and cli-
matic (considerable temperature and pressure oscillations) conditions.  

The development of controlled gyroscopic systems to be used in a variety of 
precision destruction munitions (self-guided missiles, guided bombs or combat 
unmanned aerial vehicles) is still in progress as there are a number of scientific and 
technological problems to be solved. 

1.3.1. THE CONTROL OF THE SCANNING AND TRACKING GYROSCOPIC  
SYSTEM ON BOARD OF AN AERIAL VEHICLE 

Figure 1.13 shows a schematic of a controlled gyroscope with the axes of the 
assumed coordinate systems, which can be used in precision destruction munitions 
as a drive of the guidance and target tracking system. The gyroscope axle is rigidly 
associated with the rotor. 

 
Fig. 1.13. General view of the gyroscope and the assumed coordinate systems 
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By omitting the moments of inertia of the gyroscope frames, we can write the 
equations describing the dynamics of an astatic gyroscope (with the centre of the 
gyroscope mass coinciding with the centre of the UAV mass) in the following form: 
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gkgo JJ ,  – moments of inertia of the gyroscope rotor with respect to the longitu-

dinal axis and the precession axis, respectively; 

gg  ,  – angles of rotation of the inner frame and the outer frame, respectively; 

rkk MM ,  – moments of the rotor driving force and the bearing friction force, re-
spectively. 

The control moments, cb MM ,  acting on the gyroscope fitted on board of a 
UAV, described by Eqs. (1.12)-(1.14), are: 

s
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s
cks
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where: )(Π – rectangular pulse functions; ot – start of space scanning; wt – mo-

ment of target detection; st – start of target tracking process; kt – end of 
target penetration, tracking and laser illumination. 
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The programmed control moments, )( and)( tMtM p
c

p
b , ensure that the gyro-

scope axle moves with a desired motion; they are determined by solving the in-
verse problem of dynamics [17]. 

The tracking control moments, )( and)( tMtM s
c

s
b , are responsible for making 

the gyroscope axis coincide with the line of sight [17].  
The general concept of the control of a scanning/tracking gyroscope from board 

of an aerial vehicle is presented in Figure 1.14.  
 

 
Fig. 1.14. Diagram of the target detection and tracking process using a gyroscope fitted on 
board of an aerial vehicle 
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During a target search controlled from board of an aerial vehicle (AV), the gy-
roscope axle should perform desired motions initiated by programmed control 
moments applied to the gyroscope frames. The optical system with a certain angle 
of view, which is fitted on the gyroscope axle, may detect a light or an infrared 
signal emitted by a moving object. It is thus necessary to properly select the kine-
matic parameters of the mutual motion of the AV board and the gyroscope axle to 
ensure the highest probability of target detection, tracking and, finally, attack.  

After a target is located, i.e. a signal is received by the infrared detector, the gy-
roscope switches to the tracking mode. The spatial position of the gyroscope axis is 
then determined to enable missile guidance to the target, and the tracking control 
moments are applied to the gyroscope frames. Various disturbances, however, in-
cluding the kinematic action of the vehicle board in the form of angular velocities 
P, Q, R, cause the occurrence of differences between the programmed motion and 
the real motion of the gyroscope axle. The automated gyroscope control system is 
equipped with a corrector, whose function is to reduce these differences. Basing on 
the motions of the gyroscope axle, the autopilot system generates control signals 
for the control surface displacements, which ensure that the motion is performed 
along the pre-determined vehicle flight trajectory.  

1.3.2. A GYROSCOPE IN AN UNMANNED AERIAL VEHICLE 

As a result of the rapid advances in the unmanned aerial vehicle technology, 
there is a need to conduct extensive research on gyroscopic platforms to be used for 
observation and tracking (Fig. 1.15). This section discusses the concept of target 
detection, tracking and laser illumination (TDTLI) on board of a UAV [18]. References 
[19, 20] provide a mathematical model of the process and the method for the genera-
tion of gyroscope control moments during target detection and tracking. 

 

 
Fig. 1.15. General view of the Earth surface scanning by a UAV 
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The model can be used to analyze the dynamics of the controlled gyroscope as a 
drive unit of the TDTLI system, and the unamnned aerial vehicle itself, especially 
at the moment of target interception. The system is fully autonomous; it enables 
automatic changes in the UAV flight path after target detection. Optimal conditions 
for the tracking of an intercepted target are achieved by decreasing the angular 
deviations of the gyroscope axis. 

It should be emphasized that the parameters of the gyroscope controller and the 
UAV autopilot need to be selected optimally due to a minimum time of the transi-
tion processes; otherwise, the intercepted target may escape out of the narrow 
seeker field of view. 

Figure 1.16 shows example results of the simulation studies concerning the 
flight path of a hypothetical UAV and the gyroscope axis of the target detection, 
tracking and laser illumination system during the space scanning and the tracking 
of a moving ground target. 

 
Fig. 1.16. Flight path of the UAV and the trajectories of gyroscope axis during the detection 
and tracking of a moving target  

 
The theoretical considerations and the computer simulation results show that 

during Earth surface scanning from board of a UAV, the accuracy of the desired 
motion of the gyroscope axle is affected by the following factors: 

 consistency of the initial conditions of the gyroscope axle motion with the 
pre-determined initial conditions. In order to bring the axis of the gyroscope 
to the proper starting position, additional time-independent controls need to 
be used [18]; 

 the values of the coefficients of the friction forces in the gyroscope frame 
bearings; although the coefficients play a positive role in the attenuation of the 
vibrations of the gyroscope axle, too large values cause the occurrence of addi-
tional displacements of the gyroscope axis, and, in consequence, a decrease in 
the precision with which the pre-determined motion is being performed; 
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 the effect of the non-linearity of the gyroscope motion model, which is par-
ticularly visible at considerable angular deflections of the gyroscope axis, for 
instance, during Earth surface scanning and target tracking. 

The concept of a patrol flight by a UAV according to the program described in 
Refs. [18, 19], which involves Earth surface scanning by the TDTLI system around 
a circular cone has the following advantages: 

 possibility to detect a target in an arbitrarily large area; the only limitation 
being the duration and range of a UAV flight; 

 sufficiently precise scanning; 
 simplicity of the Earth surface scanning program; 
 relatively small values of the angles of deflection of the gyroscope axis from 

the vertical; 
 possibility to change the UAV flight program after target detection, which 

helps ensure the most favourable conditions of target tracking by the TDTLI 
system; the smaller the angular deflections of the gyroscope axis, the higher 
the coincidence with the desired path; this causes that the probability of tar-
get escape out of the range of the field of view of the TDTLI system is re-
duced to a minimum; 

 full autonomy of a UAV during search and laser illumination missions to 
reach a detected ground target; this prevents the ground control unit from 
being detected and destroyed by an enemy; 

 operator’s involvement in the control of a UAV can be limited only to cases 
when the vehicle completely gets off a course or a target moves outside a 
seeker field of view (wind gust, shell burst, etc.). It is essential that informa-
tion about such events be automatically sent to the ground control unit so 
that the control of the UAV flight can be continued by an operator. 

The basic drawback of this concept is that there needs to be constant coopera-
tion between the automatic pilot and the target detection/tracking system. Another 
problem is the difficulty to determine the optimal program of the UAV flight and 
the Earth surface scanning that would allow immediate target detection. Moreover, it 
is necessary to develop a program for a minimum-time transition from the scanning 
mode to the target tracking mode, which would also ensure that the most favourite 
position for target laser illumination is reached in the shortest time possible. 

The model of the UAV navigation and control describes a fully autonomous 
motion of a combat vehicle whose aim is first to detect and identify a ground target 
and then attack it. Prior to the attack, the target may be laser illuminated. The in-
volvement of an operator in the control of a UAV can be limited only to cases 
when the vehicle completely gets off a course or the target moves outside a seeker 
field of view (wind gusts, missile bursts, etc.). It is essential that information about 
such events be automatically sent to the ground control unit so that the control of 
the UAV flight can be continued by an operator. 

Further research including theoretical and computational investigations as well 
as simulation and experimental studies should aim at: 
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 determining an optimal program of a UAV flight,  
 developing an algorithm for Earth surface scanning to ensure immediate de-

tection of a target, 
 developing a program for a minimum time transition from the programmed 

flight to the target tracking flight or self-guidance to a detected target ac-
cording to the pre-determined algorithm. 

1.3.3. A GIROSCOPE IN A GUIDED BOMB 

During a bomb attack, a target is usually known in the form of an image. It may 
emit electromagnetic waves or infrared radiation, but their intensity is usually too 
small to be useful. The target of a bomb attack should be visualized properly. At 
present, there are three groups of solutions applied in controlled bombs: laser-guided 
bombs, which require a separate source of laser illumination; self-visualization 
bombs with an in-built system for target visualization, and GPS-guided bombs. The 
major problem is always insufficient reliability and guidance precision owing to the 
minimum transition time and the flight path curvature. It is essential that a bomb be 
guided to a target at the right angle and along an optimal trajectory. A controlled 
gyroscope whose axis constitutes the line of sight for the bomb self-guidance system 
seems to be a suitable device. It should be noted that a gyroscope is not susceptible to 
disturbances and can replace a GPS system in emergencies. 

A classic gyroscope suspended from a Cardan joint constitutes the executive 
unit responsible for controlling the line-of sight position in the coordinator of a 
self-guided aerial bomb. The optical system of the bomb head used for target detec-
tion and tracking is fitted on the gyroscope axle. Guidance precision is largely de-
pendent on the gyroscope correction system, whose task is to minimize errors be-
tween the pre-determined motion, calculated immediately by the image analyzer, 
and the real motion. Gyroscope errors are associated mainly with the occurrence of 
friction in the suspension bearings and non-coincidence of the rotor mass centre 
with the point of intersection of the axes of the suspension frames. As a result, the 
gyroscope responds to the kinematic excitations of the gyroscope base, i.e. the 
angular motions and the changes in the linear velocity of an aerial bomb. 

Following a bomb drop, the axle of the controlled gyroscope is put in the pro-
grammed scanning motion. Once a target is detected, the gyroscope axis is directed 
to the target and from now on it constitutes the line of sight (LOS), which is the 
reference for the bomb autopilot to follow the pre-determined guidance algorithm 
(Fig. 1.17). 

A controlled gyroscope can be used in a TV-guided bomb used for destroying a 
ground target. The image of the target surroundings is transmitted to the operator’s 
monitor via a telemetry channel or an optical fiber cable. The operator uses the 
monitor to determine the target to be attacked and, accordingly, the gyroscope axis. 
From now on, the bomb is guided automatically by following a pre-determined 
guidance algorithm. 
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Fig. 1.17. General view of the Earth scanning and target tracking process for a guided bomb 

 
Considerable changes in the parameters of the bomb flight occur at the initial 

phase of the self-guidance process, i.e. after the bomb is released, the target is de-
tected or the guidance system switches on. The line of sight used as a reference for 
the guidance process may be determined with errors. If the gyroscope axis deflec-
tions from the pre-determined position are too large, then the target may escape out 
of the seeker field of view. 

It is thus essential that the correction system and the gyroscope parameters be 
selected in an optimal way so that the influence of the base (aerial bomb board) 
vibrations on the position of the gyroscope axis can be minimized. Reference [17] 
proposes an algorithm based on the linear quadratic regulator (LQR) method. 



 41 

Figure 1.18 presents the flight path of a bomb guided by using the analyzed gy-
roscope with an open-loop control system. The system, however, turns out to be 
insufficient to correctly operate, because the target is indicated inaccurately. This is 
particularly visible in the case of outer disturbances, as 3.0 s  t  4.5 s. The cause 
of the errors is the friction in the gyroscope suspension bearings. By applying an 
extra feedback in the automatic system for the control of the gyroscope axle motion 
with optimally selected parameters [18], it is possible to substantially improve the 
precision of determination of the line of sight (coincidence of the LOS with the 
gyroscope axis), and, accordingly, to minimize the differences between the pre-
determined motions and the real motions of both the gyroscope and the guided 
bomb. This is well illustrated in Figure 1.19. 

 

 
Fig. 1.18. Programmed and real bomb flight paths affected by disturbances before applying 
correction moments 

 

 
Fig. 1.19. Programmed and real bomb flight paths affected by disturbances after applying correc-
tion moments 
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1.3.4. A GYROSCOPE IN A SELF-GUIDED MISSILE 

Figure 1.20 shows a simplified diagram of the principle of self-guidance de-
scribed in Ref. [17].  

Modern target coordinators are equipped with scanning gyroscopes (Fig. 1.21), 
which allow immediate detection of an aerial target, even after missile launch [17, 
18]. This solution makes a missile more resistant to such diturbances as decoy 
flares or false heat targets. In Ref. [18], this type of coordinator is driven by a flexi-
bly suspended gyroscope, which is subjected to kinematic actions of the missile 
board (angular motions). The dynamic effects resulting from the gyroscope transi-
tion from the search mode to the tracking mode together with angular motions of 
the missile board may prevent the gyroscope axis from maintaining the pre-
determined direction or moving with the pre-determined motion in space. 

 

 
Fig. 1.20. Principle of self-guidance 

 
Fig. 1.21. Self-guided missile with a scanning gyroscope 
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From the theoretical considerations and the numerical simulation studies it is clear 
that a space scanning/target detection system can be applied in a self-guided missile 
at the initial flight phase. By selecting optimal parameters of a gyroscope with a rotor 
flexibly mounted on the axle, which is a drive of the scanning coordinator, and by 
selecting optimal parameters of the missile control system, it is possible to reduce to 
a minimum the duration of the transition process [15], as soon as a target is detected. 
The optimal parameters of the gyroscopic system are responsible for stable, con-
tinuous target tracking, i.e. keeping a target in the field of view. This may be particu-
larly important when a target is detected at a considerable angular deflection of the 
missile longitudinal axis from the line of sight. The optimal gyroscope controller 
minimizes also the deflection of the gyroscope axis resulting from the kinematic 
action of the missile board on the gyroscope suspension. Figures 1.22-1.24 show 
simulation results that confirm the above conclusions. 

 
Fig. 1.22. The aerial target and the self-guided missile flight paths 

 
Fig. 1.23. The gyroscope axis and target axis paths during target detection and tracking – non-
optimal parameters 
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Fig. 1.24. The gyroscope axis and target axis paths during target detection and tracking – opti-
mal parameters 

 
It can be concluded that the most important factors affecting the precision of a 

controlled gyroscope used for the analyzed precision destruction munitions, i.e. 
self-guided missiles, guided bombs, and unmanned aerial vehicles, are: a) dry and 
viscous friction in the frame bearings, b) frame inertia, c) static and dynamic un-
balance of the rotor with respect to the point of intersection of the frame axes – the 
centre of rotation, d) linear and angular accelerations of the base, e) flexibility of 
components, f) errors in the Cardan suspension, g) instability of the rotor drive, 
h) intersection of the frames at an angle other than the right angle, i) considerable 
angles and angular velocities of the deflection of the main axis of the gyroscope 
from the pre-determined direction, j) Earth’s rotation.  

Future research projects need to focus on solving the problem of the minimum-
time between the position at the moment of target detection and the kinematic path 
calculated from the pre-determined flight algorithm. It is also necessary to conduct 
a study for an optimal design of the full control system taking account of the de-
formability of the units responsible for the execution of control in aerial vehicles. 
 

 

 

1.4. THE MODEL OF BELLOWS SEAL WITH CONTROLLED 
CLOSING FORCE 

Czesław Kundera 

 
In the design of seals, it has been a rule to select parameters, such as mass, ge-

ometry of rings, initial load and dynamic coefficients of flexible attachment, to suit 
the operating conditions determined by the pressure and type (mainly properties) of 
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the sealed fluid and rotational speed of the shaft. Seals designed in this way are 
called passive or tuned to the desired frequency of excitation (i.e. rotational speed 
of the shaft) but they can become unreliable when, for example, the frequency coin-
cides with the resonance frequency of the system. 

A new method of improvement of reliability of seals involves an alteration of 
the seal construction by incorporating a system that will control force acting on the 
flexible mounted ring. These seals, being different from those applied so far, are 
generally called active or controlled ones. 

The first suggestions to treat a seal as a controllable object were made were 
made in the experimental works [27-29] concerning mechanical contacting face 
seals. The investigations consisted in measuring the temperature or leakage rate 
and controlling the change in the force by applying an appropriate load on the 
sealing rings. Reference [30] reviews the most interesting theoretical as well as 
experimental findings in this field. An interesting experiment was described in 
Refs. [31, 32], where the clearance height was controlled by means of an elec-
tropneumatic transducer. 

This paper discusses the construction of a contacting face seal with flexible bel-
lows. An important operating parameter of such a seal is the value of the force 
closing the rings (i.e. value of contact pressure) dependent on the axial preset of the 
elastic element (i.e. bellows), medium pressure and rotational speed of the shaft. 
Therefore, the seal can operate properly only if the fluid pressure has the same 
value as that assumed in the constructional calculations.  

One of the methods used for extending the range of operational parameters of 
self-regulated contacting seals is modifying the geometry of seal rings or the struc-
ture of their carrier. The modification usually requires applying an extra elastic 
element flexibly mounted in the ring carrier that will be responsible for regulating 
the value of contact pressure (and consequently the friction force) if there is any 
sudden increase in the fluid pressure above the permissible value. 

A new qualitative method of increasing the reliability of contacting seals is ap-
plying in their construction a control system regulating the force closing the rings. 
An example of an active contacting face seal is discussed in this work. 

1.4.1. DESCRIPTION OF THE SEAL 

The construction of a contacting face seal with flexible bellows analysed in the 
paper is shown in Figure 1.25. 

In real seal constructions, the flexible bellows – 3 are made of plastic or thin 
metal sheet. They function as an element pressing the seal rings. The seal ring – 2 
is mounted flexibly enough to enable axial or angular (i.e. in the direction of the 
sliding velocity) displacement. The ring – 1, on the other hand, is fixed rigidly on 
the rotating shaft and represents its motion. For the purpose of this analysis it is 
assumed that the shaft has a defect in the form of a periodic displacement along the 
axis of rotation. 
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Fig. 1.25. Scheme of a contacting face seal: 1 – seal ring (stator), 2 – mating ring (rotor), 3 – 
bellows, 4 – seal ring carrier, 5 – bellows carrier, 6 – gland, 7 – clamping ring, 8 – shaft, p1 – 
pressure of sealed fluid,  – rotational speed of the shaft 

1.4.2. DYNAMIC MODEL AND EQUATIONS OF MOTION 

The analysis of seal dynamics is replaced by the analysis of the motion of the 
flexibly mounted ring, being dependent on the motion of the mating ring. The 
kinematics of the seal rings discussed above shows that the ring – 2 (Fig. 1.25) has 
two degrees of freedom. 

The two-degree-of-freedom dynamic model, where the ring – 1 has a mass m, is 
suspended on linear stiffness and damping elements (see Fig. 1.26). The axial motion 
of the flexibly mounted ring – 1 denoted by the normal co-ordinate – y, is excited by 
an axial displacement of the mating ring. The angular motion, however, denoted by 
the tangential co-ordinate – x, is caused by the occurrence of friction force. 

 

 
Fig. 1.26. Dynamic model of an active contacting seal (with control force) 

 
The equations governing the motion of flexibly mounted ring shown in Figure 

1.26 are expressed as: 
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where: m – mass of the ring; ct, cn – coefficients of tangential and normal damping; 
kt, kn – coefficients of tangential and normal stiffness; T(t) – friction force, 

ptktF ee sin)(  – axial excitation force; Fc(t) – control closing force. 

Introducing the following nondimensional transform: 
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where: ho – nominal film thickness, n – natural frequency for normal motion. 

Substituting the expressions (1.18) in Eq. (1.17), leads to the following set of 
governing equations:  
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Friction force in Eq. (1.18) is given as: 

)sgn()( relVWT               (1.20) 

where:  – friction coefficient; xvV orel
  – dimensionless relative sliding velocity; 

ov – dimensionless sliding velocity; )(W  – loading force consisting of 
two components: 

)(yWWWW odyno            (1.21) 

where: oW – the static one, which results from the axial preset of the elastic element 

(bellows); dynW – the dynamic one caused by normal displacements of the ring. 
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Friction force modelled (determined) in this way (see Eq. (1.20)) is the element 
coupling the two derived equations of motion (1.19). To describe coefficient of 
friction in the contact area of the face rings surfaces, the empirical model proposed 
by D.P. Hess [28] was used. In this model, the coefficient of friction is determined 
by two components containing the Stribeck modified parameter: 
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where: b – coefficient of friction in the boundary regime; C1, C2 – empirical con-
stants; W – normal load; Vrel – relative sliding velocity;  – fluid viscosity; 
L – contact length. 

The first component of relation (1.22) describes mixed friction – m, whereas 
the other represents hydrodynamic (viscous) friction – h. The value of friction 
force depends on the relative sliding velocity, medium properties and loading force 
– W. In our further studies, the latter will be time-dependent.  

In Figure 1.27, one can see examples of characteristics for the coefficient of friction 
in the function of relative sliding velocity calculated from relation (1.22) for constant 
values of the parameters C1 and C2 defined in Ref. [28]. The non-linear characteristics 
of friction force given in Figure 1.27 have minimum friction force at the boundary 
sliding velocity. It is clear that for relative sliding velocity smaller than the boundary 
value (the falling trend in the characteristics shown in Fig. 1.27), energy is supplied to 
the vibrating system, which leads to the occurrence of self-excited vibrations. 

 

 
Fig. 1.27. Effect of parameter C1 on friction-velocity curves for W = 70 [N] 

 
In the model of the active seal presented in Figure 1.26, it is assumed that the 

controlling force should be dependent on the parameters of the tangential motion of 
the ring. Thus, the mathematical model of an active seal consists of the equations 
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of motion (1.18) conjugated with each other by means of two components: non-
linear friction force and controlling force. Figure 1.28 shows a scheme of the pro-
posed system for the control of the force loading the rings.  

 

 
Fig. 1.28. Scheme of the control system 

 
For this purpose, a classic linear controller was applied (1.21). The tangential 

displacement of the ring is the feedback signal in the control system (Fig. 1.28), 
while the normal displacement of its flexible carrier constitutes the controlling 
signal. The aim of the control system is to minimize tangential oscillations of the 
flexibly mounted ring when its contact with the mating ring is maintained. 
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where: 1, 2, 3 – parameters of the controller; *x  – desired tangential displace-
ment; ex – error. 

The so obtained model was then numerically solved and a set of control pa-
rameters 1, 2, 3 was achieved. To establish their values well known gradient 
method, valid for the assumed integral criterion.  

1.4.3. ANALYSIS OF THE MODEL AND EXAMPLES OF SOLUTIONS 

The controllability was checked only in the area of unstable vibrations observed 
when the relative sliding speed is smaller than the boundary value. In the charac-
teristic of friction force (Fig. 1.27), it is the area with a negative inclination angle 
of the tangent at a given operating point determined by the desired sliding speed.  

To fulfil the condition of maintaining the contact of the seal rings, it is necessary 
that the closing force be always positive. This requirement is of particular importance 
when excitation frequency coincides with resonance frequency. The numerical solution 
of the equations of motion (1.19) was checked for the following parameters: n = 
3.53x10-3; t  = 1.76x10-3;  = 5x10-3; A = 0.1;  = 1; .25.01   Figure 1.29a and 
1.29b show results of numerical integration of the equations of motion for different 
values of the initial tangential displacement of the flexible ring. In the calculations, it is 
also assumed that the frequency of axial vibrations of the mating ring constituting addi-
tional excitation coincides with the frequency of free vibrations of the flexible ring.  
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a)  

 
 

b)  

 

Fig. 1.29. Variation of the dimensionless tangential displacement – x with dimensionless time –  
for: a) two initial excitation: 1 – ox = 4; 2 – ox = 80; b) initial excitation ox = 4, without con-

trol system – N and with control system – S 
 

As can be seen in Figure 1.29a, the amplitude of tangential displacements of the ring 
stabilizes and reaches the boundary value after a short period of time regardless of 
the initial value of excitation. The application of the controlling signal (Fig. 1.29b) 
causes a quick decrease in the amplitude and stabilisation of vibrations. The changes 
in the force closing the seal rings shown in Figure 1.30 are of some interest too.  

One can see that the closing (or loading) force during the operation of the rings 
remains positive, which points to the fact that the contact of the seal rings is main-
tained. It should be noted that at the same time there is an increase in the frequency 
of changes of the closing force. In this way, an additional aim of the usability of the 
control system is achieved. The parameters assumed for the calculations, especially 
the low value of the relative sliding velocity, show that the analysis concerns seals 
used in slow-speed fluid-flow machine. One should note that a small sliding velocity 
can be observed also under changeable operating conditions, e.g. when a machine 
is switched on or off. 
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Fig. 1.30. Variation of the closing normal force with time: 1 – without control system; 2 – with 
control system  

 
The results of numerical calculations confirm that it is possible to control tan-

gential displacements of the flexibly mounted ring by adjusting the pressure force 
to maintain the contact of the seal rings. Therefore, it is possible to design reliable 
seals for optimal load of the rings. The presented digital calculations should be 
treated as an introduction to further theoretical analyses followed by experimental 
research. The theoretical mathematical model with non-linear friction force dis-
cussed in this paper can be linearized and on the basis of its analytical solution the 
stability analysis can be carried out. 
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1.5. ANALYSIS OF INJECTION PROCESS IN DIESEL ENGINES 
Andrzej Bąkowski, Leszek Radziszewski 

 
 

The fuel injection and atomization in the combustion chamber are dependent 
not only on their physical properties but also on the injection pressure and needle 
lift. By studying their characteristics, one is able to determine their effect on the 
unit amount of injected fuel for one cylinder and for one cycle of engine work as 
well the rate of delivery. The knowledge of the parameters is important while 
designing an injection system and an engine control system, and also while 
diagnosing the engine performance. Since the components and assemblies of an 
injection system are complex in design and their wear resistance may be different, it 
is necessary to develop models of injectors together with methods for their control 
[47]. The literature dealing with conventional injection systems, in which the 
amount of fuel and the injection advance angle are adjusted mechanically, is rich, 
this testifying to good recognition of the injection-related phenomena. Although the 
knowledge may seem sufficient, the injection process is still being investigated. 
Current studies concern, for example, the effective performance of electronically 
controlled injection systems, or the application of elements of conventional injection 
systems to modern pump-injectors or the so called common rail direct fuel injection 
systems. Moreover, it is desirable that the diagnosing of the injection phenomena 
be simple, immediate and reliable.  

Engines with mechanically controlled injection pumps are commonly used in 
off-road vehicles, which can operate under extremely difficult conditions. An ad-
vantage of such pumps is that various fuels, including cheaper biofuels, can be 
used. A drawback, however, is that they do not cooperate with exhaust gas recircu-
lation systems. Because of their high reliability, mechanically controlled injection 
systems are modernized by applying, for instance, electromagnetic valves instead 
of pressure valves. Changes in the injection parameters are made basing on the 
signals of the engine rotational speed, piston top dead centre, load, fuel temperature 
or pressure of the environment. 

References [48] and [49] analyze the displacements of the piston and the pressure 
in the gap between the piston and the cylinder for a test injection pump to be used for 
a low-speed marine engine. The distribution of pressure in the injection pump was 
plotted against angular positions of the piston. It was found that the piston moved 
transversely around a closed circumference. In Ref. [39], pressure in the injection 
duct was calculated using the method of characteristics. Reference [50] discusses the 
results of measurement of fuel pressure in the injector port and the needle lift applied 
to calculate injection parameters. The relationship between the length of the injection 
duct and the injection parameters was studied in Ref. [44]. The results indicate that 
the length and bending angle of the duct affect mainly the occurrence and volume of 
the so called post-injection. The pressures in the pressure chamber, the nozzle valve, 
and the injector inlet were analyzed in Ref. [45]. Of interest were also the needle lift 
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and cavitations wear. Reference [46] deals with the calculation of injection parame-
ters using measured pressure in the injector port, the needle lift and the active cross-
section of the nozzle outlet under cavitations conditions. Reference [38] describes 
dilatometric studies of nozzles. The results were applied to assess the suitability of 
materials used for their production. It was found that the deformations of the injector 
body originating from fuel pressure combined with the assembly and thermal defor-
mations may lead to needle blockage or loss of free movement. The distribution of 
pressure along the length of the annular slot for different imperfectly made needles 
and orifices in the nozzle body was analyzed in Ref. [36]. Of interest was also the 
action of forces in the nozzle causing the motion of the needle in directions trans-
verse to the axis of symmetry.  

In conventional injection systems, the pressure of fuel is usually measured in 
the fuel supply port, i.e. at the joint with the high pressure duct, the so called injec-
tion pressure. The measurements can be conducted under laboratory conditions 
using a test bench or during engine operation. Measuring pressure at other points is 
technically difficult and even impossible without sophisticated apparatus. Such 
measurements were described in Refs. [40, 51] and some of the results will be used 
for this analysis. The pressures in the injector port, the pressure chamber, and the 
nozzle valve differ in instantaneous values. An increase in pressure is reported to 
be different at different points, with the lowest in the pump, becoming higher in the 
injector port, and reaching the highest value in the nozzle valve. In the W1B01 
injector and the D1LMK 140/2 nozzle, for example, the maximum pressure in the 
port and in the pressure chamber at the rotational speed of the injection pump shaft 
of 600 rev/min, was 38 MPa and 36.5 MPa, respectively. The pressure in the valve 
at the same rotational speed was 32.8 MPa. Similar drops in fuel pressure occurred 
at other speeds [51]. It can be assumed that before the fuel is injected, and while 
the pressure in the chamber is equal to that of the atmospheric air, the nozzle is 
under the action of a force of 350 N exerted on the needle so that it is pressed 
against the cone seat. The force originates from the initial deflection of the nozzle 
spring used to control the opening pressure of 17 MPa. As the fuel pressure in the 
nozzle chamber increases, there occurs a gradual release of the needle from the 
seat. The initial displacement of the needle of approx. 7 µm recorded by means of 
inductive motion sensors is caused by the removal of the initial stresses and strains 
affecting the seat and the injector needle. The moment corresponds to the start of 
the dynamic opening of the nozzle. Once the needle is lifted off the nozzle seat, the 
fuel flows out of the pressure chamber into the nozzle valve, which is accompanied 
by an instantaneous decrease in pressure in the pressure chamber. It is clear that the 
start of the needle lift measured by means of an inductive sensor does not coincide 
with the dynamic opening of the nozzle needle. In a similar way, the moment de-
fining the start of the needle opening, is not always coincident with the start of fuel 
delivery. Fuel injection begins with an increase in the fuel pressure in the needle 
valve. It is commonly assumed that the position of the first local maximum pres-
sure measured in the injector port determines the dynamic opening of the nozzle 
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needle, the timing (start of injection) and the injector needle lift. Experimental re-
sults, however, do not confirm the hypothesis. Furthermore, the pressure at this 
point does not correspond to the pressure of the dynamic opening. The dynamic 
pressure is higher than the static pressure, and this is due to the fact that the friction 
forces and the inertia of the needle need to be overcome. By comparing the ex-
perimentally determined fuel injection rate in the pressure chamber and in the in-
jector port, one can conclude that the amount of injected fuel is different in each 
case. The difference between the calculated amounts of injected fuel is approx. 
10%, which is also dependent on the rotational speed of the shaft of the injection 
pump. The size of the nozzle gap (in a cross-section) changes during the injection 
process due to elastic deformations of the nozzle body. Deformations may reach up 
to 30% of the radial spray. The analysis of the fuel pressure distributions in the 
cross-sections perpendicular to the axis of symmetry of the needle shows that the 
needle moves transversely as well as longitudinally. The production accuracy of 
the cone seat and the needle cone, as well as the area of contact between the needle 
and the cone affect the process of determination of a skewed or eccentric position 
of the needle relative to the body orifice before or after injection. It is probable that 
the position of the needle while it reaches the bumper is the same as that when it 
leaves the seat. During the subsequent impinging, the needle is pressed against the 
generatrix of the body orifice or even rotated about its own axis due to non-
symmetrical distribution of pressure in the gap. As a result, the needle settles in the 
seat, where it assumes another instantaneous inclination of the axis. Another factor 
affecting the position of the needle is also a nonsymmetrical distribution of pres-
sure in the fuel duct between the cone and the leading part to the needle. In non-
conventional, for example, common rail injection systems, the transverse motions 
of the needle are eliminated by changes in the design and production stages [51].  

The aim of the study was to analyze the changes in the pressure and motions of 
the needle of injector in order to determine their relationships with some of the 
processes and phenomena occurring in the injection system and the combustion 
chamber of the diesel engine. Analytical studies were conducted using the results 
of the experimental research to achieve the following objectives: to calculate the 
pressure in the injector valve, to determine the displacement of the injector needle, 
to define the effect of the injection pressure on the fuel flow parameters and to 
determine the non-repeatability of the unit amount of injected fuel for one cylinder 
and for one cycle of engine work. 

1.5.1. EXPERIMENTAL RESULTS 

The experimental studies [41] were carried out at a laboratory facility consisting 
of a Perkins AD3.152 UR three-cylinder diesel engine, a hydraulic brake and a 
control panel. The fuel used was diesel oil. The injection pressure (pw) was measured 
at the injector port by means of piezoelectric transducers, while the needle lift was 
determined using an inductive displacement sensor. The pressure and the needle lift 
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were recorded in the function of the crank angle ( ) expressed in degrees (°). The 
angle of rotation was registered using a rotary-pulse transducer and a system for 
marking and synchronizing the crankshaft position. The measurements were con-
ducted for an engine operating at full load at the crankshaft speed (n) ranging from 
1000 rev/min to 2000 rev/min. The pressure values were registered every 1.4 de-
grees of the crank angle (512 measurements per one cycle). Fifty measurements 
were taken for each position of the crankshaft. The tests were performed using 
series-produced injection systems. The results illustrating the repeatability of 
values were described in Ref. [35]. Figure 1.31 illustrates averaged values of the 
injection pressure, the combustion pressure, and the displacements of the injector 
needle at n = 1800 rev/min in the whole range of the crank angle for one cycle of 
diesel work. 
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Fig. 1.31. Averaged experimental values obtained at n = 1800 rev/min: a) injection and cylin-
der pressure, b) injector needle lift 

 
As can be seen from Figure 1.31a, the fluctuations in the injection pressure in 

the final stage of injection confirm the oscillatory character of the process. 
The mathematical and simulation models of the injector work were developed 

using the MATLAB/SIMULINK software. By developing a structural model of 
an injector, one will be able to describe its operation and then calculate the pa-
rameters and coefficients necessary for the process simulation. The model re-
quired formulating analytical relationships and using experimental data [41, 42]. 
A schematic cross-section of the injector with a nozzle is shown in Figure 1.32. 
The injector features a classic design with a rod and a spring fitted to the upper 
part of the body. It was selected to act as a representative sample, because the 
design is typical of high-speed direct-injection diesel engines. The injector opening 
pressure was 17 MPa. 
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Fig. 1.32. Schematic cross-section of a multi-orifice injector [42]; pw, ps, pk – pressures in the 
injection duct, the nozzle valve, and the cylinder, respectively; Vw, Vs – volumes of the chamber 
and the valve, respectively, Ag – cross-sectional area of flow through the seat, hi – injector nee-
dle lift, dip, di – diameter of the needle, dr – diameter of the orifice.  

1.5.2. A MATHEMATICAL MODEL OF THE INJECTION PROCESS 

The schematic diagram in Figure 1.33 shows the algorithm for the calculations of 
the parameters related to the fuel injection. The quantities used for the calculations 
are the pressures measured in the injection port of the injection duct, pw, and in the 
combustion chamber, pk. Basing on the model, it is possible to determine the injector 
needle lift hi, the pressure in the injector valve, and the amount of injected fuel V. 
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Fig. 1.33. Schematic diagram of the calculations 

 
The following equations were used to develop the mathematical model of the 

needle motion: 
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– the continuity equation describing the flow of fuel through the injector valve: 
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where:  
s = 1  for  ps  pk,        s = 0  for  ps < pk, 

ksw ppp ,,  – pressures in the injection port of the injection duct, the nozzle valve, 
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the nozzle valve in the function of time resulting from the needle lift 
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– dynamic equation of motion of the injector needle: 
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where:  
)()( siss AAppfT   – other forces of resistance of the injector needle; 

– relationships used to determine the rate of fuel delivery and unit amount of fuel 
for one cycle of engine work: 
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where: Up – initial rate of injection [m/s], Q – volumetric flow rate [m3/s], V – 
unit amount of fuel for one cylinder and for one cycle of engine work 
[m3], tpw – start-of-injection time [s], tkw – end-of-injection time [s]. 

Equations (1.24) and (1.25) are nonlinear, and this nonlinearity is due to the rela-
tionships between the following parameters: ),( is hfV   )( ig hfA   ),( ig hfA   

),( ss pfE   ).( ss pf  The non-repeatability coefficient [35] of the unit amount 
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of injected fuel for one cylinder and for one cycle of engine work was calculated 
from Eq. (1.27) 

V

V
XV

)(
                                   (1.27) 

where: 



k

i
iV

k
V

1

1
 – mean of the unit amount of injected fuel for one cylinder and 

for one cycle of engine work,  



k

i
i VV

k
V

1

21
)(  – standard deviation 

of the unit amount of fuel, Vi – unit amount of fuel delivered in the i-th cy-
cle to cylinder, k – number of measurement cycles. 

It should be noted that the non-repeatability coefficient XV will be used as a pa-
rameter with a defined value, dependent on the selected range of the crank angle. 
The analysis was performed in the following range: from pw, an angle corre-
sponding to the start of injection, to kw,  an angle corresponding to the end of in-
jection. It was assumed that injection occurs in the range for which the needle lift 
satisfies the condition: hi ≥ 0.04 mm.  

The model was validated assuming that the parameters have the following values: 
Vs = 1.3e-9 m2 – volume of the injector valve with ds = 1.2e-3 m, ls = 1.16e-3 m, 
Es = 1.8e+9 Pa – elastic modulus of fuel, 
ds = 1.2e-3 m – diameter of the valve seat,  
Ai = 7.07e-6 m2 – cross-sectional area of the needle for di = 3e-3 m,  
Aip = 2.8e-5 m2 – cross-sectional area of the upper, leading part of the needle 

for dip = 6e-3 m, 
hi – needle lift [m], 
how = 0.65e-3 m – initial deflection of the nozzle spring, 
g, r – coefficients of flow [40] equal to 0.7, 
w = 25 Ns/m – coefficients of resistance of the needle, 
kSW = 2.4e+5 N/m – spring constant, 
Ar = 6.15e-8 m2 – cross-sectional area of one orifice in the injector for a diame-

ter of 0.28e-3 m, 
n = 4 – number of orifices,   
mw = 0.00835 kg – injector needle mass. 

1.5.3. THE MODEL VERIFICATION 

The simulation model was developed basing on the proposed mathematical model 
and using the Matlab/Simulink software. An advantage of the package is that the calcu-
lations are easy to perform, they are reliable and can be immediately visualized. The 
Matlab/Simulink package was used for solving the system of equations (1.24) and 
(1.25). The diagram of the model developed with Simulink is shown in Figure 1.34. 
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Figure 1.35 compares the experimental values of injection pressure with the ana-
lytical values of the fuel pressure in the valve in the function of the crank angle at n = 
1800 rev/min. One can clearly see that for each position of the crankshaft the 
calculated pressure in the valve is lower than the pressure measured in the port. The 
highest differences of up to 25% were reported for crank angles ranging from 347° to 
358°. The mean of the difference for the whole range of the angle for which fuel 
injection occurs is approx. 19%; this is close to the data presented in Ref. [51]. 
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Fig. 1.35. Comparison of the measured injection pressure with the calculated pressure in the 
injector valve vs the crank angle at n = 1800 rev/min 
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Fig. 1.36. Relationship between the injector needle lift and the crank angle at n = 1800 rev/min 
(model and experimental curves)  
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Figure 1.36 shows a curve of the injector needle lift determined experimentally 
and analytically using Eq. (1.25). By comparing the two curves, one can notice that 
the proposed model is suitable for determining the total injection time and the first 
phase of the needle lift for the crank angles less than 349°. In the central part, there 
are clearly visible differences between the two curves. The measurements show 
that the needle at this phase of motion is stable or slightly displaced upwards. The 
model calculations, however, testify to the oscillating motion characterized by low 
frequency and high attenuation. The divergence, calculated as the difference in the 
area under the distribution curves, is 10%. 

The volumetric flow rate and the amount of fuel injected into the engine one 
cylinder shown in Figure 1.37 were determined analytically for n = 1800 rev/min. 
As can be seen, the amount of fuel per cycle is approx. 4.6e-8 m3. When the needle 
is at the top position, the changes in the volumetric flow rate are small. 
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Fig. 1.37. Volumetric flow rate and amount of fuel injected into the engine cylinder at n = 1800 
rev/min  
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Fig. 1.38. Volumetric flow rate vs the crank angle at n = 1800 rev/min in 50 cycles 
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In Figure 1.38 we can see that the changes in the volumetric flow rate over one 
or many cycles (both maximum values and the rate in the function of the crank 
angle) are non-uniform. One of the causes of this non-uniformity is a disturbance in 
the real motion of the injector needle, with the real motion being considerably 
different from the theoretical motion.  

Changes in the amount of injected fuel for n = 1800 rev/min are shown in Figure 
1.39. The average amount is 5.07e-8 m3, the standard deviation is 5.09e-10 m3, the 
median is 5.07e-8 m3, and the variance is 2.59e-19 m3. 
 

0 10 20 30 40 50
Przebieg [-]

4.95x10-8

5.00x10-8

5.05x10-8

5.10x10-8

5.15x10-8

5.20x10-8

V
[m

3 ]

 
Fig. 1.39. Fuel injection volume at n = 1800 rev/min in 50 cycles 
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Fig. 1.40. Relationship between the amount of fuel injected into the engine cylinder and the 
crank angle for different rotational speeds 
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The non-repeatability coefficient of the amount of injected fuel, Xv, calculated 
from Eq. (1.27) is 0.01. We have to know that for the properly work of engine it is 
important not only the non-repeatability coefficient of the amount of injected fuel but 
also the non-repeatability of the phase of injection. This parameter was not analyzed 
in the paper. An increase in the rotational speed of the crankshaft causes a decrease 
in the volume and a reduction in injection duration, which is visible in Figure 1.40. 
The relationship between the amount of injected fuel and the speed of the crank-
shaft is nonlinear. 

 
The proposed model of injection process is suitable for determining the total in-

jection time and the first phase of the needle lift for the crank angles less than 349°. 
In the central part of crank angle, there are clearly visible differences between the 
experimental and analytical curves. The divergence, calculated as the difference in 
the area under the distribution curves, is 10%. One can observe changes in the 
volume of injection in the subsequent cycles. When the rotational speed of the 
crankshaft was 1800 rev/min, the average volume was 5.07e-8 m3, the standard 
deviation 5.09e-10 m3. The non-repeatability coefficient of the amount of fuel 
injected in the consecutive cycles for n = 1800 rev/min was: Xv = 0.01. An increase 
in the rotational speed of the crankshaft caused a decrease in the volume and dura-
tion of injection. The relationship between the amount of injected fuel and the 
speed of the crankshaft is nonlinear. The experimental and analytical model of a 
fuel injector was used to determine the pressure of the fuel in the injector valve. As 
compared with the pressure measured in the injector port, the highest drop in 
pressure was 25% and corresponded to the crank angle ranging from approx. 347° 
to approx. 358°. The average difference of 19% reported for the whole range in 
which injection occurs is similar to the literature data. 

 
 
 

1.6. LOCATION AND NEUTRALIZATION OF OVERHEAD  
HIGH VOLTAGE TRANSMISSION LINES IN WARFARE  

CONDITIONS 
Janusz Tuśnio 

 
 
In the last few decades, electricity demand has increased substantially as a result 

of the rapid advances in the mechanization and automation of manufacturing processes, 
the development of public transport and household appliances as well as higher 
living standards. To meet the demand, more and more lines are being constructed 
and the existing ones are being extended.  
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Transmission lines are structures strategically important to a state’s safety. 
Their failure or disruption to energy transmission may lead to business shutdowns, 
disruption to traffic, and general inconvenience to daily life, e.g. no lightning, and 
lifts, air-conditioning or household appliances not working. This year, severe win-
ter weather has caused similar problems, i.e. frequent power outages.  

A very important problem related to electric power transmission is the threat 
that overhead lines pose to the health of people living in the immediate neighbor-
hood [55]. Although it is now possible to transfer electrical energy via high-voltage 
underground cables, the conversion of the existing networks would be too expen-
sive. It is thus clear that during the next several decades energy transmission via 
overhead lines will predominate. 

During warfare, transmission lines and other electric power systems become 
targets of air and other forces. The first aerial attacks on transmission lines were 
made during the first war with Iraq in 1990, following Iraq’s attack on Kuwait. The 
experiences gathered by the US army during that time made it possible to improve 
munitions technology and methods of attack, and apply the solutions during the 
Kosovo War (1999). Transmission lines and similar structures can be attacked from 
the air using aerial bombs, especially cluster ones, missiles or unmanned aerial 
vehicles. Such structures are likely to be defended intensively, therefore it is de-
sirable that the weapons used for an attack be guided automatically at least at the 
final stage of flight, using special systems for detecting, locating and tracking tar-
gets that emit low-frequency electromagnetic radiation. The targets include trans-
mission lines, and switching and transformer stations. 

Electric lines are generally attacked using cluster bombs releasing bomblets 
stuffed with spools of fine conductive fiber, which, dispersed by the wind, settle on 
line conductors producing short circuits. The effects are expensive and difficult to 
remove, especially in hard-to-reach areas, for instance, woods or swamps. Repair 
work may last up to several tens of hours. Although the number of casualties re-
ported for attacks with cluster bombs is much smaller than for classic attacks, their 
effects are very painful economically. An effective attack on a transmission line 
with multiple simultaneous explosions requires using bombs or other means of 
aerial attack capable of precisely detecting and locating a target.  

There needs to be sufficient time to detect and locate a high-voltage structure so 
that it can be effectively attacked or safely bypassed by an aerial vehicle. Aerial 
attack means, for instance, bombs or missiles, move with a velocity of the order of 
several meters per second; in the case of unmanned aerial vehicles, the velocity is 
smaller. The time required for automatic guidance of small flying objects to a tar-
get is of the order of several seconds; it is, therefore, assumed that a target to be 
attacked needs to detected and located at a distance of at least 1000 meters. The 
velocities of aerial vehicles such as powered hang gliders or small sports and passen-
ger aircraft are even smaller, which is due to the fact that they are generally steered 
manually. Their larger dimensions and higher inertias cause that the time required 
for performing a desired maneuver is longer. Again, it is assumed that 1000 meters 
is a minimum distance necessary to detect and locate an obstacle. 
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A target (obstacle) is detected when the monitoring system receives a 50 Hz 
signal; this testifies to the presence of an active high-voltage line or some other 
electric power system at a close distance. To accurately locate a point target, it is 
essential to know the direction from which the wind is blowing (and accordingly 
from which the signal emitted by the target is coming) and the target distance from 
the monitoring device. To detect a target, we use an ordinary receiving antenna, 
and to locate it, we need a set of at least two antennas with directional properties. 

1.6.1. EMISSION OF LOW-FREQUENCY ELECTROMAGNETIC RADIATION 
BY OVERHEAD TRANSMISSION LINES 

Overhead transmission lines emit low-frequency electromagnetic radiation, 
which consists of electric and magnetic field components. An electromagnetic field 
extends through three basic zones: 

 the near or Fresnel zone, an area surrounding a source of electromagnetic ra-
diation; its range is smaller than the wavelength , 

 the transition zone, an area where the distance from a radiation source is 
close to the wavelength ,  

 the far or Fraunhofer zone, an area where the distance from a radiation source 
is many-fold longer than the multiple wavelength  and the source size.  

A transmission line conducting an alternating current generates an alternating 
electromagnetic field, and in consequence, emits higher- or lower-frequency elec-
tromagnetic waves. However, if the length of the line is shorter than the wave-
length,  = 2 c/  (low frequency of current oscillations), then the radiation is 
negligibly low, because the electromagnetic fields generated by the individual 
elements of the system with the same current rate but reverse current directions 
attenuate each other. The intensity of the resultant, changeable electromagnetic 
field becomes rapidly lower as the distance from the system increases until the 
transmission line no longer emits electromagnetic waves. The current with a fre-
quency of 50 Hz corresponds to a wavelength of 6000 km, and the losses in radia-
tion in the conductors where current flows are negligibly small [57]. 

Each conductor or circuit, whether live is a source of an electric field. The in-
tensity of an electric field around a transmission line is dependent mainly on the 
distance between the phase conductors and the ground. Generally, the intensity of 
an electric field is reported to be the highest in the middle of a span, where the 
distance of the cable to the ground is the smallest. The intensity of the field drops 
rapidly when the distance from the line axis becomes larger, or the distance to the 
tower is smaller, with the latter being due to the scanning properties of the tower. 
Most objects permanently located in the vicinity of power lines, such as trees, 
bushes or buildings, have scanning properties; as a result, the intensity of an elec-
tric field may fall considerably. The slack due to high temperature of air in the 
summer or heat generated by large currents is also responsible for the changes in 
the intensity of an electric field on the ground surface. At a distance of about 
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23÷28 m from the axis of a 400 kV double-circuit line, the intensity of an electric 
field falls below 1 kV/m [55]. 

Figure 1.41 illustrates an example relationship between the intensity of an elec-
tric field and the distance from a 110 kV high-voltage line at different measure-
ment altitudes. The intensity of the electric field significantly declines when the 
distance from the line axis is larger or the height above the ground level is smalle. 
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Fig. 1.41. Relationship between the electric field intensity E [kV/m] and the distance from the 
line axis for different line types dependent on the measurement altitude [59] 

 

 
Fig. 1.42. Compressed (logarithmic) values of the magnetic field intensity H [A/m] versus the 
distance from the line axis for different line types (on the basis [56]) 

 
The intensity of a magnetic field near transmission lines, even highest voltage 

lines, is small. The magnetic field under and near the line changes with the current 
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flowing through it; the higher the current value, the higher the intensity. In a simi-
lar way, if the distance from the line axis becomes larger, the intensity of the mag-
netic field drops rapidly. Unlike an electric field, a magnetic field penetrates a ma-
jority of materials and objects not causing any deformation. This means that the 
direction of the magnetic lines passing through various objects is maintained. There 
is no significant change in the intensity either, even if the field passes through a 
number of objects [55]. Example relationships between the magnetic field intensity 
and the distance from the line axis are presented in Figure 1.42. 

1.6.2. DETECTION AND MEASUREMENT OF A 50 HZ  
ELECTROMAGNETIC FIELD 

Detecting and measuring the components of an electromagnetic field requires 
selecting a suitable converting system. Different sensors are applied to measure a 
field close to the electric component. These include ground-referenced meters, 
especially ones with flat surface electrodes and asymmetric rod antennas. Other 
examples are free-body meters with symmetric dipole antennas, which are less 
sensitive to parasitic feedback [52]. 

The principle of operation and structure of an electric field sensor together 
with an alternate diagram are presented in Figure 1.43. The voltage induced in 
the antenna represents a source, whose SEM = ea. The source is coupled with the 
rest of the system via the antenna capacity. Ca, Cp and Lp represent the parasitic 
capacities and inductance, respectively; they are related to improper assembly 
and imperfection of elements. In the range of low frequencies of the order of 50 
Hz, the influence of these factors is negligible. Cf and Rf are elements of a low-
pass filter, which allow modeling the sensor frequency characteristic particularly 
in the range of high frequencies. Capacity C and resistance R represent the detec-
tor parameters [Bieńk]. 

 

 
Fig. 1.43. Electric field sensor and an alternate diagram [52] 

 
The principle of measurement described above can be used only when a radia-

tion source is at a small distance, i.e. where the electric field intensities are higher. 
If overhead electromagnetic structures are to be detected from a further distance, 
we need to apply a special measuring system with amplification of at least 140 dB, 
which is particularly important in military operations. 
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The system needs to be characterized by low voltage supply, little power con-
sumption and considerable resistance to high and low temperatures. The first ele-
ment of the system is an initial amplifier, whose schematic diagram is presented in 
Figure 1.44. 

 
Fig. 1.44. Diagram of the initial amplifier designed basing on the INA 333 system 

 
The requirements concerning low voltage supply and power consumption are 

perfectly met by the INA128, and particularly the INA333, measuring amplifiers. 
The INA333 amplifier is characterized by a very good signal/noise coefficient, 
very low disequilibrium voltage, and the drift; it operates at a minimum voltage 
supply of 1.8 V, consuming a current of the order of 75 A. It utilizes the zero drift 
technology developed by Texas Instruments, using a switched-capacity barrier 
filter protected by patent law, which eliminates pulse disturbances and assures a 
very low level of input voltage noise reaching 50 nV/rt-Hz, a low disequilibrium 
voltage of 25 µV and a small temperature drift of 0.1 µV/°C, which assures perfect 
accuracy and long-term stability [61].  

The asymmetrical rod antenna “An” was connected to the reversing input of the 
INA333 amplifier, while the non-reversing input was connected to the system mass 
and via the resistor (R1 = 100 k ) to the reversing input. The amplifier may also 
cooperate with a magnetic field sensor, which features directional properties and 
includes a coil wrapped around a ferromagnetic core. In this case, the coil is con-
nected directly to the amplifier inputs. 

As suggested by the producer, the maximum amplification of the device shown 
in Figure 1.44 is 80 dB. In practice, however, this value causes that the system 
becomes unstable. It is thus recommended that 70 dB or sometimes even 60 dB be 
used. Because of a very low value of the voltage signal on the rod antenna (below 
1 V), the system reaches the desired sensitivity following an amplification of the 
order of 140 dB and more. Obtaining such a value requires applying one or even 
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two additional degrees, with the total amplification being 80-100 dB. Increasing 
amplification implies using high-quality operational amplifiers, e.g. OP90 or dou-
ble OP290. Because the amplification is considerable, amplifiers with capacity 
coupling need to be employed.  

The tests for the measuring amplifier with an asymmetrical rod antenna and a 
magnetic field sensor were conducted at rest at a small distance from a transmission 
line. The results show that the system operated correctly. Then, the tests were carried 
out for the system in motion. This time, some disturbances were reported. The fur-
ther from the line, the more difficult the measurements were; when the distance 
was considerable, the disturbances made the measurements impossible. Some of 
the disturbances had a frequency of several Hz, which corresponded to sudden 
spatial displacements of the sensors with an initial amplifier and some disordered 
disturbance signals featured a frequency of the order of several hundred Hz. At a 
distance of several hundred meters from the line, the disturbance signal amplitude 
was many fold higher than the useful signal amplitude. 

When the experiments were conducted in conditions of rapid motion and vibra-
tions of the model, the disturbances occurring at the output of the measurement sys-
tem had a low but difficult-to-define frequency and an amplitude many fold higher 
that the useful signal amplitude. At a distance of about 60 meters from an overhead 
110 kV line, the disturbance amplitude was nearly 100 times higher than the useful 
signal amplitude. Under laboratory conditions, the system was found to be suscepti-
ble to disordered electrostatic-charge-related disturbances, which were due to the 
friction of the fabric against the casing inside which the device was placed and due to 
the friction of the air stream released through the nozzle against the casing. Other 
disturbances that may affect the operation of a system fitted on board of an aerial 
vehicle include disturbance signals with a frequency different from that of the useful 
signal, i.e. 50 Hz, which can be reduced by using active filters [59].  

A filter in the form of a natural resonance circuit LC tuned to a frequency of 50 
Hz was introduced to the initial system in order to reduce the disturbances affecting 
the operation of the magnetic field sensor. The amplitude characteristic shows that 
because of the value of the sensor coil resistance, R = 1.4 k  (approx. 10000 turns 
of  0.08 mm Cu wire), and the value of the system capacity, C = 1.5 F, its 
goodness-of-fit Q and selectivity are very small. Better results were obtained, 
when, according to the concept presented in patent [52], we applied active and 
simulated inductances in the input system by means of a gyrator [60]. 

The preliminary studies show that there is still another type of disturbances that 
cannot be reduced using electric methods. It is reported that the value of a signal at 
the output of the measuring system is largely dependent on the angle of inclination 
of the sensor with respect to the horizontal plane; this inconvenience causes that 
gyroscopic systems are used for stabilizing the sensor position [58]. 

There are many methods used for the measurement of the magnetic field inten-
sity [53] The most sensitive low field sensor is the Superconducting Quantum In-
terference Device (SQUID). The SQUID magnetometer has the capability to sense 
a field in the range of several fempto-tesla (fT) up to 9 tesla. 
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Other more common measurement methods include: 
 earth field sensors (1 microgauss to 10 gauss), 
 fluxgate (1 microgauss to 100 gauss), 
 magnetoinductive (repeatable to within 4 miligauss), 
 magnetotransistor (0.01 gauss to 10000 gauss), 
 magnetodiode (1 gauss to 10000 gauss). 

To detect a source of an alternating electromagnetic field, it is sufficient to use a 
single receiving antenna, while to locate it, a system of at least two antennas with 
directional properties. 

Transmission lines can be detected and located using various methods and appa-
ratus for the measurement of a magnetic field, for example, fluxgate magnetome-
ters and magnetoinductive magnetometers. 

Fluxgate magnetometers were developed around 1928 and later refined for de-
tecting submarines [53]. This device involves two coils, a primary and a secondary, 
wrapped around a common highpermeability ferromagnetic core. The magnetic 
induction of this core changes in the presence of an external magnetic field. A 
drive signal is applied to the primary winding at frequency f (e.g. 10 kHz) that 
causes the core to oscillate between saturation points. The signal at the terminals of 
the secondary winding is affected by any change in the core permeability and appears 
as an amplitude variation in the sense coil output. Signal processing requires using 
a phase sensitive detector, the sense signal can be demodulated and low pass fil-
tered to retrieve the magnetic field value. Fluxgates can measure both magnitude 
and direction of static magnetic fields and have an upper frequency band limit of 
around 1 kHz – due to the drive frequency limit of around 10 kHz [53]. 

To avoid a direct current component (magnetizing current) at the primary winding, 
it is necessary to provide a symmetrical signal to the winding, which is possible by 
applying for instance a divisor divided by 2 based on the 555 system. One can also 
use a 4541 programmable oscillator timer with a 4050 buffer or a 4066 quad bilateral 
switch. Applying a buffer or a switch to support the 4541 system is necessary be-
cause the output current of the ordinary CMOS gates is too small. 

 

 
Fig. 1.45. Fluxgate Magnetometer Operation [53] 

 
Magnetoinductive magnetometers are relatively new with the first patent issued 

in 1989. The sensor is simply a single winding coil on a ferromagnetic core that 
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changes permeability within the Earth's field. The sense coil is the inductance ele-
ment in a L/R relaxation oscillator. The frequency of the oscillator is proportional 
to the field being measured. The observed frequency shift can be as much as 100% 
as the sensor is rotated 90 degrees from the applied magnetic field [53]. 

1.6.3. LOCATION OF THE ANGULAR POSITION OF TRANSMISSION LINES 

Locating a power line involves determining the line direction and the distance 
from the measurement system, and accordingly, establishing precisely the line 
voltage. Figure 1.46 shows a diagram of an example system for the detection and 
initial location of a transmission line [54].  The electric signal induced in the sensor is 
filtered, the disturbances are attenuated, and the alternating signal with a frequency 
of a transmission line (60 Hz in the US and 50 Hz in Poland) is converted in the ana-
log-digital (A/D) transducer. The signal values obtained during further processing are 
memorized and then compared with those registered in previous measurements. Even 
if a transmission line is not detected, it is possible to determine whether an aircraft 
equipped with the above mentioned measurement system is approaching or moving 
away from such a line. Directional properties of the system allow determining the 
angular position of the source of electromagnetic radiation. It is necessary, however, 
for the system to assume a position at which the signal reaches a maximum. The 
direction from which the signal induced in the coil comes is assessed correctly only 
when the measuring system is at rest with respect to the signal source; rapid motions 
towards the source make such measurements inaccurate. 

 

 
Fig. 1.46. Block diagram of the system for detecting high-voltage transmission lines [54] 
 
Reference [62] discuss the concept and simplified mathematical models of a 

system for the location of the angular position of a point and linear source of elec-
tromagnetic radiation. The system consists of two mutually perpendicular sensors 
with directional properties, as shown in Figure 1.47. 

The signal from the outputs of the measurement amplifiers is delivered to the sys-
tem of band-pass filters with a medium frequency of 50 Hz [60]. 8th order Butter-
worth filters with a goodness-of-fit, Q, of the order of 10, made up of monolithic 
MF10-type integrated circuits, were used in the tests. The filtered alternating voltage 
signal with a frequency of 50 Hz is further amplified, rectified in a full-wave linear 
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rectifier, and finally filtered (AC/DC converted) using a low-pass filter. The effective 
voltage values obtained at the filter outputs are dependent, for instance, on the dis-
tance from the detected transmission line and the value of the line voltage. 

 

 
Fig. 1.47. System for locating the angular position of the line or point target consisting of two 
directional sensors [62] 

 
If the target being located is linear in nature, e.g. a transmission line, the angles 

of the inclination of the sensors axes with respect to the straight line going through 
the point of intersection of these axes and the straight line perpendicular to the 
transmission line are   and ,2/    and then the effective voltages at the outputs 
of the measurement paths are: 
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The voltage signals determined in accordance with relations (1.28) and (1.29) 
are further processed, and the U1/U2 quotient and the ln(U1/U2) logarithm are calcu-
lated; as a result, one can determine the angle of deviation,  , which specifies the 
position of the transmission line with regard to the aerial vehicle path. 

The simulation studies [60] show that the value of the ln(U1/U2) logarithm is 
linearly dependent on the angle of deviation of the sensor from the normal to the 
high-voltage line. 
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1.6.4. NEUTRALIZATION OF TRANSMISSION LINES 

Attacks on transmission lines during war operations can be conducted by apply-
ing aerial cluster bombs, missiles containing cluster bomblets or unmanned aerial 
vehicles. On reaching a target, cluster bomblets disperse releasing reels of fine 
conductive composite fibers. In the easiest case, the flight of an attacking aerial 
vehicle or missile is performed along the shortest possible path in the line direction. 

After being launched, the unmanned aerial vehicle achieves an altitude (Hs) that is 
higher than the power line height. Then, the vehicle performs a horizontal flight at 
that altitude with a constant velocity, V. Once a 50 Hz electric field is detected and 
the pre-determined field intensity is achieved, a bomb is dropped. Being at a close 
distance to the line, the bomb disperses its filling (conductive fibers) causing the 
neutralization of the target line. Determining the moment of release and the moment 
of dispersion requires analyzing the problem in more detail. 

An unmanned aerial vehicle needs to fly at altitude Hs higher than the line height 
H by H  ( H = Hs – H) [63]. Neglecting the drag, we can describe the motion of 
the cluster bomb released from board of the aerial vehicle by means of the horizontal 
projection relationship, where the reference level is the line height, H. The range of 
an independent flight of a cluster bomb Z (the horizontally measured distance beet-
ween the point of release and the point of intersection of the flight path and the hori-
zontal reference plane going through the transmission line) is: 

gHVZ /2                                               (1.30) 

where: g – acceleration of gravity (10 m/s2). 

When the flight velocity is, for instance, 140 km/h (~40 m/s) and the difference 
between the flight altitude and the line height H  is 20 m, the drop range of a 
bomb release is 80 m; it is recommended that the signal to release a cluster bomb 
by an unmanned aerial vehicle should be generated at a slightly greater distance, 
for example, at about 90 meters from the line. 

Selecting a suitable fuze is an important problem in such cases. As the bomb is 
unlikely to hit a target transmision line with high precision, it is not advisable to 
apply a contact fuze. The choice is between a time fuze and a proximity fuze. 
Applying a time fuze is conditined by possessing a fairly precise classic rangefinder 
or one with a GPS-based distance calculation system. Electronic time fuzes are used 
in small-diameter missiles, which are part of active marine defense systems and 
whose aim is to disperse clouds of fine air-floating metal needles acting as false tar-
gets. It should be noted that there exists fairly large tolerance in the distance between 
the ship and the false target. When a transmission line is attacked, the tolerance is 
only of the order of a dozen meters, assuming that the wind is favorable, i.e. it can 
carry the composite fibers onto the line conductors. In either case, it is important to 
establish the moment of bomb release, unless we decide to risk destroying the aerial 
vehicle by performing a flight at an altitude the same as the line height. The release 
and dispersion occur the moment the vehicle reaches the target. 
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The research described in Ref. [58] shows that it is not difficult to detect a 110 
kV or higher voltage line from a distance of 400-500 m. Since the intensity of an 
electric field increases rapidly with the distance to the conductors, a proximity fuze 
will ensure reliable dispersion of a submunition at a distance of several meters 
from a power line. 

The method of attack on a transmission line analyzed above enables the neu-
tralization by applying short circuits along a short section (due to a small amount of 
conductive fibers in one bomb). Obviously, a multiple attack at different angles 
between the flight path and the transmission line is also possible; neutralization of 
a larger number of line sections will be more reliable and more effective. 

To increase the attack effectiveness, it is essential that a line be destroyed at 
several points along as long a distance as possible. It is desirable that the attack be 
performed in hard-to-reach areas, which makes the repair work more difficult and 
time-consuming. The operation can be conducted by means of an unmanned aerial 
vehicle with cluster bombs or a missile. The flight of a bomb carrier needs to be 
performed above the transmission line and the dispersion should take place at the 
closest possible distance. It should be noted that the first cluster bomb hitting a 
target line causes short circuits and disruption of energy flow. Then, the guidance 
of the carrier to a target is not possible, and the application of proximity fuzes to 
disperse the other bombs is not recommended, because their operation bases on the 
effect of a magnetic or an electric field. 

It is desirable that all clusters released should disperse at the same time when 
close to a transmission line, even if the line is conducting no current. A prelimi-
nary analysis of the concept shows that the operation would be difficult. When 
neglecting the drag of a bomb dropped from an AV, the vertical component of the 
velocity, Vz is: 

Vz(t) = V0h + gt                                                (1.31) 

where: V0h – initial velocity of the cluster bomb in the vertical direction (m/s); g – 
acceleration of gravity (9.81 m/s2); t – time following a cluster bomb re-
lease (s). 

There exist several theoretical methods for ensuring a simultaneous multiple 
attack. It is necessary that the bombs be dropped more or less simultaneously at a 
short distance from the transmission line axis so that the release of a subsequent clus-
ter can take place at the same altitude as the previous one and the vertical component 
of the initial velocity of each cluster can be equal to an instantaneous velocity. A 
preliminary analysis, however, shows that the option features too many drawbacks. 

The major problem is that it is necessary to perform a dive with a rapidly in-
creasing component Vz. For instance, if the horizontal component of the aircraft ve-
locity is 50 m/s, and the attack is to be conducted with eleven cluster bombs at inter-
vals of about 100 meters along a distance of 1 km, with the time between the drop of 
the first and the last bomb being 20 s. After the aircraft releases the last bomb, the 
vertical component of the velocity of the first bomb is: Vz = gt = 10 m/s2·20 s = 200 
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m/s. It is an unlikely velocity to be reached by an unmanned aerial vehicle. More-
over, the distance that the first bomb covers in the vertical direction is s = 0.5·gt2 = 
2000 m. Dropping bombs from a higher altitude is also ineffective because the attack 
would have little accuracy. An alternative solution would be to drop cluster bombs 
on small-size parachutes. This would lead to a decrease in the component Vz of the 
bomb flight velocity, and accordingly an undesirable decrease in the component Vz of 
the velocity of the vehicle performing a dive. This solution has two disadvantages. It 
can be conducted only when there is no wind; otherwise the bombs would be carried 
away from the transmission line. Parachutes would also add to an increase in the load 
mass, and accordingly, the operation cost. 

It should thus be assumed that the most effective method for attacking trans-
mission lines is to drop a series of cluster bombs from an unmanned aerial vehicle 
flying horizontally at an altitude of the order of several dozen meters above the 
line. If the first bomb hits the target line, the flow of energy will be disrupted, and 
the systems for power line detection and location fitted on board of the aerial vehi-
cle will become useless. In a similar way, the application of proximity fuzes re-
sponding to an electric and a magnetic field will be ineffective. 

All the above problems related to the ineffectiveness of target location systems 
after the target is reached with the first bomb can be solved by using a gyroscopic 
system for the stabilization of the flight path of the unmanned aerial vehicle. In 
such a case, the stages of an attack on a transmission line are as follows:  

 detection of a transmission line, 
 location of its angular position, 
 approaching the line by the aerial vehicle, determining the flight path at a 

desired altitude above the line in the same direction as that of the line, 
 stabilization of the flight path by means of the gyroscopic system, 
 attacking the line with a series of cluster bombs (graphite bombs), 
 switching off the flight path stabilization system after the release of the last 

cluster bomb, and transition to the next task. 

A successful attack requires equipping a bomb with a fuze that will enable effec-
tive dispersion. Taking into account the above conditions, there are two types of 
fuzes that can be used for this purpose: 

 altitude fuzes, whose task is to release a bomb at a pre-determined height 
above the ground, 

 time fuzes, which are programmed to release a bomb using a single width-
modulated pulse or a series of short pulses. 

In time fuzes, non-contact programming is performed, for example, by means of 
an inductive loop or an optical coupling. The processor mounted on board of an 
aerial vehicle calculates the time of release basing on two parameters – the flight 
altitude and the desirable altitude of the bomb dispersion. 

Under warfare conditions, neutralization of transmission lines in an enemy’s 
territory is one of the major aims of military missions, especially those made by the 
air force. Such an operation requires detecting and locating the position of a power 
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line to be attacked, guiding an aerial munition to the target, and, finally, effective 
bombing. The most effective and economically painful is a multi-cluster bomb 
attack. It is essential that an aerial vehicle should fly immediately over the line axis 
and drop single clusters in hard-to-reach areas at intervals that make the repair 
work difficult and time-consuming. Using an unmanned aerial vehicle to conduct a 
bomb attack on a power line seems to be the most convenient and involves the least 
risk. It is assumed that an attack should be performed from above the line at the 
same altitude by dropping cluster bombs equipped with pre-programmed time 
fuzes. It is also significant that the flight be stabilized at an altitude slightly higher 
than the height of the transmission line by applying a special-purpose gyroscope. 
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MODELING  
IN SURFACE ENGINEERING 
 

 
2.1. ANALYTICAL MODELS OF THE LASER BENDING 

PROCESS AND ITS EFFICIENCY 
Zygmunt Mucha 

 
 
Laser forming is a method of non-contact changing the shape of an object by 

heating it with a laser beam. Permanent, thermally induced plastic deformation of the 
material occurs if its thermal expansion or contraction during thermal cycle is re-
stricted by some internal or external factor. The internal cause is the non-linear dis-
tribution of temperature. Thermal forming of metal plates with moving heat source is 
an effective and economical method applied in production and repairs of different 
structures, including ships, trains, and air planes and for rapid prototyping. 

Two fundamental mechanisms of elastic-plastic deformation of material under 
influence of heating with a laser beam have been defined: the Temperature Gra-
dient Mechanism (TGM) and the Buckling Mechanism (BM) [1]. It is useful to 
introduce the coefficient of restraint rigidity for the heating and cooling periods [2], 
which describes conditions of restriction for thermal expansion during the heating 
period and for contraction during the cooling period.  

Bending under the Temperature Gradient Mechanism results in the concave 
shape of the workpiece. The buckling mechanism is based on the local loss of 
stability of the plate under influence of thermal stresses induced by laser heating 
[1, 3-5]. As a result the metal sheet is bent. Buckling has the bifurcative character. 
Therefore the direction of buckling depends on additional factors, such as the ini-
tial residual stresses, curvature of the plate or material anisotropy. In the result the 
bent plate can be concave or convex. 

The bend angle in both mechanisms depends on laser processing parameters and 
material constants. It will be shown, that there exist dimensionless parameters for 
the process mechanisms. They can be treated as similarity numbers of laser bending. 
Obtained results can be used for optimization of laser forming process and enable 
transformation of the laser processing conditions with respect to dimensional scale 
or material.  

The method of laser forming has many advantages and some disadvantages. To 
the advantages of the method belong: lack of contact between tool and the processed 
material, lack of the spring back effect, possibility of forming hard and fragile ma-
terials and possibility of changing shape of moving objects. To disadvantages be-
long: relatively low efficiency of the process and some unwanted deformations, 
which accompany laser forming.  

2 
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The efficiency of laser bending is defined as the product of bend angle after one 
pass of laser beam and the laser beam velocity. The aim of the paper is to present 
methods to effectively increase the process efficiency. It is possible on two ways: 
by increasing the bend angle resulting from one laser beam pass and by accelerating 
the laser beam velocity. Increasing of the bend angle is possible by application of 
the laser beam with rectangular cross section. Increase of laser beam velocity re-
quires simultaneous increase of laser power and control of the material surface 
temperature under laser beam. Maximum value of the bend angle appears when 
processing with the maximum surface temperature close to the melting point.  

2.1.1. ANALYTICAL MODEL FOR BUCKLING MECHANISM 

It is taken in consideration of Euler’s criterion for buckling of heated, by 
moving of laser beam, flat plate fixed in cold material. Dimensions of the buckled 
plate are redlbh  , where: h – thickness of the plate; b width of the plate equal 

to laser beam width in laser beam direction; redl reduced length of buckled plate, 
assumed to be equal to the laser beam width l in perpendicular to laser beam direc-
tion. Critical stress for beginning of buckling effect of the strip is expressed by 
Euler’s formula:  

Fl

EI

red
cr 2

.min
2

                      (2.1) 

where:  12/3
.min bhI minimal value of momentum of inertia of the buckled plate 

cross section bh ;  bhF surface of the cross section of the plate and 
E  Yung’s module. The critical stress should be equal thermal stress of 

fixed plate in cold material. It can be written: 

crthrcr TER
l

Eh
 

2

22

12
    (2.2) 

where:  crT  is temperature of heated plat at which the buckling effect starts; 

th coefficient of thermal linear expansion and rR  is restrain rigidity 

coefficient, which value is between limits: 10  rR , if  0rR the heated 

plate is free (not fixed) and for 1rR the plate is fixed in rigid way. In 
one dimensional state of stress, the coefficient is defined as follows [2, 6]:  

TE
R

th
r 





    (2.3) 

The restrain rigidity coefficient can be estimated theoretically or experimen-
tally. From equations (2.2) one can find condition for laser beam width depends on 
plate thickness and plate temperature: 
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The plate temperature should be between critical temperature and melting tem-
perature: 
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         (2.5) 

Experimentally was found [7] that for mild steel and for plate temperature 
closed to melting point the buckling effect start for dimensionless diameter of laser 

beam 6.16
h

l
. From (2.5) we get value of the coefficient 

8

1
rR . So critical tem-

perature is: 
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th
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
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On Figure 2.1 is shown that part of flat plate under moving laser beam which 
width is l after buckling effect change its shape into arc with length s. It is assumed 
that relative increasing of length of plate is caused by thermal expansion effect. 
From this diagram can be written relations: 
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    (2.7) 

 

 
Fig. 2.1. Geometrical diagram for buckling effect of plate in perpendicular to laser beam direc-
tion, where d = l 
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After using equation (2.6) and replace 81rR , bend angle of plate as a func-
tion of laser beam and material parameters can be written in following form: 
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32
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


        (2.8) 

where plate temperature heated by moving laser beam is: 

lh

AP

lhc

AP
T

p vv 



     (2.9) 

where: P laser beam power; A absorption coefficient of laser beam; ν velocity of 
laser beam on plate surface;  coefficient of the thermal conductivity; 

  c / coefficient of thermal diffusivity;  material density; pc  spe-

cific heat of material at constant pressure; n number of laser beam scans.  

In experimental investigations of laser bending of plates, was used the CO2 laser 
beam with power P for mod TEM 01* is moved along plate surface with velocity v. 
The plate thickness h = 1 mm, was made of low carbon steel St3 (max. 0.22% C, 
0.1-0.35%Si, 1.2%Mn, max. 0.05%P. balance Fe). The bended plate was covered 
carbon absorption film ensured about 75% of laser beam absorption. 

On Figure 2.2 is shown dependences of bend angle on beam diameter at con-
stants material temperature according to formula (2.3). In this experiment 

1325
l

P
 W/cm was kept constants. 

Note that for l  1.7 cm (h = 1 mm) or for l/h  17, theoretical value of bend an-
gle (2.8) drop to zero. But experimental data is about 40. It is transition range from 
buckling mechanism of bending to temperature gradient mechanism, look at condi-
tions (2.19) and (2.21). 
 

 
Fig. 2.2. Angle of bend depending on a laser beam width L = l/h 
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2.1.2. MODEL FOR TEMPERATURE GRADIENT MECHANISM 

Is considered bending under influence of temperature gradient mechanism TGM 
with moving rectangular cross-section laser beam which dimensions o are .lb  
The source travels in the x-axis direction and coordinate system is fixed to the laser 
beam (Fig. 2.3). By heating the material by laser beam, is produced plastic strains 
zone. Because to thermal expansion restricted by the cooler elastic surroundings 
and material softening at higher temperature. Inherent strain zone of rectangular 
shape is assumed under the heat source path. Plastic material upsets during heating 
stage and thermal contraction of the zone during the cooling stage results bending 
of the plate. The depth of the inherent strain zone is assumed equal to the maximal 
depth of the isotherm plT . At this temperature material loses elastic properties, it is 

shown on Figure 2.4.  
 

 
Fig. 2.3. Modelling of laser bending 

 
 

 
Fig. 2.4. The isotherm of the critical temperature 
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Other assumptions are:  
– the temperature field is quasi-stationary in a co-ordinate system related to the 

heat source; 
– material parameters are not depended on temperature, with the exception of 

the yield limit, which is assumed to drop to zero at critical temperature plT ;  

– in the inherent strain zone is taken into account continuous distribution of 
temperature; 

– the bend angle is small; 

– the Fourier number is:     1v 2  hbFO  ; 

where: h thickness of plate;  thermal diffusivity coefficient; v velocity of 
laser beam, b dimension of the rectangular cross-section laser beam in di-
rection of moving of laser beam. 

Permanent deformation can be determined by the inherent strain method. The 
plate is modelled as the Bernoulli-Euler beam (mechanical beam). The stress dis-
tribution for elastic-plastic problem with imposed inherent strain due to material 
upsetting is described by the following equation  

    )()( )( 0 zzHzTRCzhzERz plth
H
rcgplcgy

C
ryy         (2.10) 

where: y0  – is the strain component characterizing material uniform elongation or 

shortening in the y-axis direction;    Czhz cgplcg  – is the strain com-

ponent characterizing bending deformation; where C – is the plate curva-
ture in y  direction for the centre of gravity cghz  ;  cgplz  – center of 

gravity of depth of the inherent strain zone plz  thickness. Centre of gravity 

for the plate, is: 2hhcg   and   2plcgpl zz  ; 0)()( TzTzT  ; )(zH  

is Heaviside’s unit function ( 0)( xH  for 0x ; 1)( xH  for 0x ); H
rR  

and C
rR  – are the restraint rigidity coefficient [1, 2] at the heating stage and 

the cooling stage, respectively.  

The colder material in front of end on both sides of the heated area provides 
stiffness necessary for producing material thermal upsetting during heating stage. 
Converse the whole heat source path contracts during cooling, which results the 
deformation. 

The following relation can express this effect: H
r

C
r RR  . In the considered 

model 1H
rR  is assumed. 

The moving heat source for sufficiently high velocity v can be treated as a line 
heat source [8], which is thin in the direction of velocity and finite width in the 
perpendicular direction. In paper [9] was derived formula for distribution of peak 
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temperature in material for circular cross section of laser beam with assumption of 
fast moving of heat source. And in paper [6] in similar way was derived formula 
for dependence of peak temperature in material for rectangular cross section beam: 
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where: A  the absorption coefficient; P  the power of the heat source; l width 
of rectangular cross-section laser beam;  density of material; c spe-

cific heat;   – thermal conductivity coefficient. For 0z  surface tempera-
ture ST  is: 
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AP
TS            (2.12) 

Note that if process parameters satisfy condition constv/ P  then the surface 
temperature becomes constant.  

Equilibrium conditions for stress and momentum of stress through the plate 
thickness are described by equations: 

 
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yy dzzz
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0)(   (2.13) 

The two equations allow finding the strain cg  and curvature C  after cooling 

the material. Solution for bend angle is: 
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where: the Fourier number is: 
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where: v/bh   is the interaction time of the heat source with the material, 

 /2hd   is time of heat diffusion thru thickness of the material. Dimensionless 
width of the rectangular laser beam is: 

And surface temperature (2.12) written in dimensionless form is defined as: 
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The solution can be written in dimensional form: 
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The relationship for bent angle: 
22 v
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   is well known as ana-

lytical formula for bend angle in TGM mechanism [1, 4]. But dependence in 
brackets (2.14’) plays very important role. 

And solution for longitudinal shrinking 10 y  in y direction or upsetting 

10 z  in z direction is found from conditions (2.13) written in form is: 
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where yz 00    is strain of upsetting in thickness of plate, because strain along 

laser beam x direction along the laser track yx 00   . 

Note that laser thermal deformations are determined by three dimensionless pa-
rameters expressed by Esq. (2.4), (2.15) and (2.16). So these parameters play role 
of similarity numbers of laser thermal forming. These parameters help to transform 
parameters of laser bending from one scale or material to another. 

This dependence (2.17) is useful for calculate of laser upsetting of plate. But so-
lution (2.14) is used in laser forming technology. 

Solutions (2.14) and (2.17) are valid if depth of the inherent strain zone not ex-
ceeds the thickness of the plate, which is 1/  hzZ plpl . From Esq. (2.11) and 

(2.12) this condition can be written as: 
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Permanent deformation of bend angle is 0b  if plTT  or if 1S . 

Now question is how wide can be laser beam in TGM mechanism? Answer is 
that width of the laser beam should not experience buckling effect. Li and Yao [5] 
found on experimental way condition for buckling effect for low carbon steel is: 

3.03.16 
h

l
Lb                            (2.19) 

On Figure 2.2 the value is 17bL  which is near to (2.19). 
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From relation (2.5) criterion for buckling mechanism is: 
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                            (2.20) 

Because temperature of bended material is in range between melting tempera-
ture and temperature when material loses its elastic properties i.e. 

mcrpl TTT   so for low carbon steel is: 6.164.26  L . One can see that Li 

and Yao take in account melting temperature. Conclusion is that in order to avoid 
buckling effect should be fulfilled condition opposite to (2.20) i.e.  
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This condition has application for TGM mechanism as a criterion for maximal 
value of width of laser beam related to thickness of bent plates. From (2.17) is rea-
sonable for beginning TGM mechanism to take the lowest value of the measured 
by W. Li and L. Yao [5], so width of the beam related to thickness of plate should 
be smaller than 16.0. It can be concluded that transition region between BM and 
TGM mechanism is for width of the laser beam is  

0.1617  L                (2.22) 

After founding analytical solutions for plate bending by use buckling and tem-
perature gradient mechanism it is possible to formulate quantitative conditions for 
each kind of bending thermal mechanisms: 

– Conditions for existence of buckling mechanism BM of plate bending:  

m
p

cr
th

T
hlc

AP
TT

l

h


v3

2
2

22




    and    1
v 2


h

b
FO


 

– Conditions for temperature gradient mechanism TGM: 
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– Conditions for upsetting mechanism UM: 
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where:  plT temperature of material at which it lost elastic properties: for exam-

ple for mild steel C610 plT ; for stainless steel C570 plT ; for alu-

minium C180 plT ; for austenitic steel .C900 plT  

2.1.3. EXPERIMENTS  

Experiments were carried out on samples made of plain carbon steel sheets St3. 
Rectangular plate of dimensions 150x100x3 mm were coated with graphite, which 
ensured approx. 77% absorption of the laser beam energy by the material. Laser 
beam was produced by TLF6000 TRUMPF CO2 laser of 6 kW maximal power. 
The intensity distribution described by the Transverse Electromagnetic Mode 
pattern was TEM01* in the case of circular laser beam. The rectangular laser beam 
was produced with a segmented mirror to dimensions 11x6.5 mm.  

Set-up used in experiments is presented in Figure 2.5. The scanning CNC table 
was moving specimens along the straight line under the laser beam. Inductive dis-
placement sensor LVDT mounted at some distance from the laser path measured 
deflection of the plate during bending process. The bend angle was calculated from 
deflection measurements. Bending deformation resulting from the first scan of 
every specimen was taken into considerations.  

Material temperature in the laser spot was measured during processing. Two-
colour fibber optic pyrometer Raytek FR1A CF1 was employed. Disturbance from 
the reflected laser radiation required application of a special filter. The necessary 
recalibration of the pyrometer resulted in shifting of the measured temperature 
range towards higher temperatures. A contact sensor (thermocouple) was applied to 
ensure the same initial material temperature for every specimen and irradiation.  

 
 

 
Fig. 2.5. The experimental set-up 
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Fig. 2.6. Laser spot temperature programmed according to the condition constPTS  v  

 
The bend angle as a function of dimensionless surface temperature and Fourier 

number is shown on Figure 2.7 [10], where:  plthbB T  . On Figure 2.8 is 

shown experimental verification of the bend angle dependence Eq. (2.14) for 
plats thickness 2, 3 and 4 mm made of mild steel. Reasonable agreement of ex-
perimental and analytical results has been found. Interesting and useful result we 
can get from solution (2.17) with condition that the surface temperature S  
(2.21) is kept constant. The optimal value of the Fourier number with respect to 
the bend angle maximum is:  
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Assuming for mild steel, that surface temperature is close to melting condition 

5.2S  we obtain 837.0opt
OF . We can see this point on Figure 2.7. 

We can get the maximal value of the bend angle from (2.14) applying (2.23): 
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Using condition 1s  in Eq. (2.16) the threshold heat source power for pro-
ducing permanent deformation can be derived as: 
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In other hand the surface temperature should not exceed melting point. So con-
ditions for surface temperature are: 

pl

m
mS T

T




 1         (2.26) 
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Fig. 2.7. Contour map of dimensionless band angle as a function of surface temperature and the 
Fourier number [10] 
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Fig. 2.8. Experimental and theoretical dependence of normalised bend angle on the Fourier 
number [10] 
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2.1.4. EFFICIENCY OF LASER FORMING PROCESS 

Efficiency or capacity of the process of laser bending as economical parameter 
was defined in 1997 by F. Klocke and al. [11] as product of bending angle at one 
pass b  and velocity of laser beam on material surface v  in units ( sec)/deg cm : 

v bPE                          (2.27) 

In order to analyze the efficiency we are going to use analytical solution of 
bend angle for temperature gradient mechanism (2.14). Formula for the effi-
ciency parameter is: 
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with respect to condition (2.16). The formula written in dimensional units has form: 
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And after changing argument in (2.30) from velocity v into laser power P by 
using (2.30): 
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In case of multi pass forming or bending in this solution should be used assump-
tion, that bend angle is proportional to number of scans.  

On Figure 2.9 is presented experimental and theoretical dependence bend angle 
on the velocity of the rectangular laser beam at constant surface temperature 
according to formula (2.12). Maximal experimental value of bend angle is 2.8 deg. 
is for 3.3 cm/s and from this point the bend angle decreases according to (2.14), so 

is proportional to v/1 . On Figure 2.10 is shown the efficiency parameter (2.26) 
as a function of laser beam velocity et condition, when surface temperature is 
constants (2.12). Experimental results are represented by circular points but solid 
curve represents theoretical prediction. Note that efficiency parameter increases 

proportionally to v  in spite of bend angle decreases as v/1 .  
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After increasing velocity from value at which bend angle is maximal (2 m/min) 
to 30 m/min (50 cm/s) the efficiency parameter increases from 9 to 45 deg·cm/c 
that is factor 5. In order to keep constant surface temperature is necessary laser 
beam of about 8.5 kW power. 

 

 
Fig. 2.9. Dependence of the bend angle on the velocity of the rectangular laser beam at constant 
surface temperature (2.30), where: points – experiment; line – theory (2.14) 
 

 
Fig. 2.10. Dependence of the efficiency parameter on the velocity of the rectangular laser beam 
at constant surface temperature (2.30), where: Points – experiment; line – theory (2.29) 

 
On Figure 2.11 is presented efficiency parameter as functions of laser power 

(2.31) at constant surface temperature under the beam. The dependence illustrates 
effect that efficiency parameter increases proportionally to laser power.  
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Fig. 2.11. Dependence of the efficiency parameter on the velocity of the rectangular laser beam 
at constant surface temperature (2.30), where: Points – experiment; line – theory (2.31) 

 
For theoretical value of laser beam velocity 50 cm/s (30 m/min) on Figure 2.10 

corresponds laser power 8.5 kW on Figure 2.11. 
 
The present study shows that: 

1. New theoretical model of laser bending of plates by use of thermal buckling 
mechanism is presented and results of this model was verified experimentally 
for low carbon plates. 

2. The general strategy of laser forming should be assumed constants material 
temperature under laser beam. 

3. In the paper are derived solutions for bend angle and upsetting of plates, for 
rectangular cross section of laser beam for TGM mechanism. The solutions de-
pend on three dimensionless parameters: the Fourier number Fo , surface tem-
perature S  and dimensionless width of the laser beam L . These parameters 
play the role of similarity numbers of thermal forming processes.  

4. The solution for bend angle describes characteristic effects observed experimen-
tally: existence of the power threshold for thermal bending and existence of the 
maximum bend angle as a function of the Fourier number at constant surface 
temperature for each experimental points.  

5. The solution for bend angle was helpful to analysis of the efficiency parameter 
of laser forming. In the paper was proved that efficiency parameter increases 
proportionally to laser power and to square root of beam velocity if surface 
temperature is kept constant. It is experimentally showed that efficiency of the 
process was increase of factor 2.  

6. Rectangular cross – section of laser beam allows to control of laser bending process 
more flexible and to reach bigger bend angles then for circular beam, by inde-
pendent controlling of laser track width and time of laser material interaction. 
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2.2. APPLICATIONS OF LASER FORMING  
IN MICRO TECHNOLOGIES 

Jacek Widłaszewski 
 
 
Technology of laser micro-adjustment and alignment enables miniaturization of 

mechanic-optic-electronic micro-systems in optical and electronic industries. The 
required positioning accuracy is in the sub-micrometer range nowadays and 
adjustment in mass production must be obtained within seconds. Conventional 
methods applied in assembly and adjustment are inefficient in case of parts and 
subassemblies of overall dimensions within a few millimetres. Limited 
accessibility for mechanical tools makes it difficult to compensate for inaccuracies 
inherent to the production of individual elements and to methods of joining them 
together during the assembly stage. Limitations posed by mechanical, i.e. contact, 
methods of positioning and functional adjustment can be overcome by application 
of the laser forming method, which relies upon controlled producing of the work-
piece deformation by heating it locally with a laser beam. 

The method of bending or straightening structural steel members like beams, 
girders and plates using flame torches, known as flame bending or heat 
straightening [12-14], has been used in engineering since long ago, probably since 
the beginnings of welding [15]. Emergence of the laser as a well-defined heat 
source opened-up prospects for improvements in control, accuracy and automation 
of thermal forming processes [16, 17]. Among pioneers of the research on the laser 
forming method are Koichi Masubuchi [18], Yoshiharu Namba [19] and Polish 
scientists – Henryk Frąckiewicz and Zygmunt Mucha [20]. 

2.2.1. NEW CONCEPT OF ASSEMBLY AND ADJUSTMENT  
USING A LASER BEAM 

Conventional techniques applied in assembly of micro-parts include laser welding 
or gluing, followed by time-consuming alignment with expensive tools. Due to the 
undesirable thermo-mechanical deformations, the ultimate accuracy of high-
precision laser welding in industrial applications is limited to several micrometers. 
The spring-back phenomenon is another factor limiting precision of mechanical 
alignment operations with external actuators. Application of laser induced deforma-
tions in automatic mass production of micro-parts has led to the laser adjustment 
technology, where the sub-assembly is at first “roughly” positioned during fixing, 
and afterwards is precisely aligned using the laser beam acting on a specially de-
signed actuator, which is a part of the product. Research on the technology was spon-
sored by the European Community within the framework of the Brite-Euram project 
BE-1230 titled “Accurate Manipulation Using Laser Technology” (AMULET). The 
technology allows for improvement in positioning accuracy by one order compared 
to conventional methods, e.g. ±0.3 micrometers versus ±3 micrometers [21]. 
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Non-contact precise manipulation, adjustment and alignment of miniature com-
ponents are widely performed using the out-of-plane deformation induced by 
heating with a laser beam. The process is known as laser bending, and its charac-
teristic feature is a steep temperature gradient in the material thickness direction. 
Hence, the involved mechanism of deformation is called the Temperature Gradient 
Mechanism (TGM) [22]. 

Another approach applied in touch-less micro-positioning is based on laser-
induced material upsetting, possibly uniform on the element cross-section. With 
suitable laser processing parameters a tiny, but precise shortening of selected mate-
rial areas is produced. The areas, which undergo deformation, are called bridges. 

2.2.2. TOUCH-LESS POSITIONING OF ELECTRIC CONTACTS 

Probably the first industrial application of laser forming [19] was in manufac- 
turing of a miniature electric relay D2 by Siemens AG [23]. In the relay of overall 
dimensions approximately 20x15x10 mm there are pairs of electric contacts placed 
on so-called contact blades. The distance of contacts has to be set during the 
assembly of the relay with accuracy 0.01 mm or better. According to the invention 
by R. Martin and G. Kohler from the Siemens Company [24], a Nd:YAG pulsed 
laser beam is used to locally heat arms of the contact blades and produce tiny 
angular deformations of the arms (see Fig. 2.12). Initially the contacts are mounted 
with zero distance D between them, and during the adjustment process the distance 
D is increased up to the desired value by incremental bending of the contact arm. 
Bending towards the laser beam is used.  
 

 
Fig. 2.12. Laser adjustment of the static distance D between contacts in an electric relay 

 
The applied pulse energy is up to 19 J and pulse duration is up to 10 ms. Laser 

pulses cause melting of the contact blade material in spots, which are arranged in 
rectangular array. The magnitude of the angular deformation was controlled by com-
puter-controlled selection of laser heating spots (melt pools). An example of the ar-
ray is shown in Figure 2.12 and consists of 3x4 laser spots, each approximately 0.4 
mm in diameter. Using a laser with pulse repetition 10 to 12 Hz, the process of laser 
shooting and the cooling period took approximately 1.5 second. Together with auto-
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mated, optical determination of exact positions of contact blades before shooting, the 
adjustment process required 3 seconds. Depth of the heat-affected zone was esti-
mated to 1/3 of the blade thickness. Response of the blade to the individual laser 
beam pulse had reproducibility of ±10% concerning the angular deformation, even 
without additional cleaning of the blade surface. Due to the noncontact energy trans-
fer to the work-piece and due to the automation of the adjustment process, very short 
production cycles were achieved, making the method ideal for mass production. For 
example, 13 millions of laser adjusted relays were produced in 1999 [25]. 

2.2.3. LASER ADJUSTMENT OF REED SWITCHES 

A reed switch is an electric contact component. It consists of two metal contact 
plates hermetically sealed inside a glass tube. Position of plates is controlled by 
external magnetic field. The contact plates are made of magnetic material and at-
tract each other in the magnetic field, thus allowing electric current to flow through 
the element. A schematic of a reed switch is shown in Figure 2.13. 

 

 

Fig. 2.13. Laser adjustment of the static distance D between contacts in a reed switch 
 
The distance D between contacts should be set during the manufacturing process 

to the value 10-50 micrometers. Deviations of distance D adversely affect performance 
of the device, because the magnetic field strength necessary for the switching ac-
tion strongly depends on the distance value. 

Application of laser micro-bending enabled precise adjustment of reed 
switches with micron accuracy in mass production of the Philips Company [26-
28]. Adjustment of the distance between contacts can be made on switches al-
ready assembled and sealed, through the glass enclosure. Appropriate selection of 
the laser source wavelength facilitates transmission of radiation through the walls 
of a glass tube. Argon-ion lasers operating at 454.5-514.5 nm wavelengths [27] 
and frequency-doubled Nd:YAG lasers with 532 nm wavelength [26] are suitable 
for the purpose. Bending in position 1 (see Fig. 2.13) with the Temperature Gra-
dient Mechanism, i.e. towards the laser beam, results in decrease of the distance 
D, whilst laser heating in position 2 gives the opposite effect. The technology 
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allows for significant improvement in the economic aspect of production by re-
duction of waste products, which otherwise had to be rejected or sorted and 
stored for any future contracts. 

2.2.4. ADJUSTMENT OF MAGNETIC HEADS IN AUDIO AND VIDEO DEVICES 

Potential of the laser forming method for the adjustment of recording heads of 
digital video and audio systems was intensively investigated by the leading manu-
facturers of the electronic industry – Matsushita Electric Industrial Co., Ltd. [29-
31] and Philips Electronics N.V. [21], [32]. Read and write heads of the Digital 
Audio Tape (DAT) recorders were positioned using this method with a tolerance 
better than 0.1 micrometer [33], [34]. Adjustment of magnetic heads in video re-
corders was made “on the flight”, e.g. on heads rotating with 1800 rpm. Achieved 
positioning accuracy was better than 0.5 micrometer [28]. A variety of laser micro-
bending applications, including adjustment of magnetic heads and micromechani-
cal relays, have been reported to be implemented actually or to be under develop-
ment in Japan [35]. 

2.2.5. LASER ADJUSTMENT IN MANUFACTURING OF HARD DISK DRIVES 

The read/write magnetic head in a computer hard disk drive (HDD) is located 
on a slider with an air-bearing surface. The slider is mounted on the so-called load 
beam, which in turn is connected to a base plate driven by an actuator to displace 
the head between disk tracks (see Fig. 2.14). 

 

 
Fig. 2.14. A simplified view of the head suspension in a hard disk drive 

 
When the disk rotates, the aerodynamic force generated on the air-bearing sur-

face pushes the slider away from the disk surface. The head suspension assembly 
acts as a mechanical support and a spring, which counteracts the air-bearing forces. 
High density of the information storage on a magnetic medium requires very small 
(about 10 nm) height of flight of the head over the disk surface to be maintained. 
This distance is kept in a dynamic equilibrium and depends on a preload force 
called the gram load. 
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Laser-induced micro-deformations are widely applied for adjustment of the 
head suspension assembly and for shape correction of the air-bearing surface. The 
issues have been addressed in many patent applications of the leaders of the disk 
drive industry, e.g. [36-39]. For example, development of laser micro-bending tech-
nology at the Fujitsu company started in about 1993 [40]. Initially laser bending was 
used for rapid prototyping, but research results revealed that it is an excellent 
processing method for adjustment of high precision mechanism of a computer hard 
disk drive [38]. A Q-Switched YAG laser beam has been used to adjust angular 
position of the slider, i.e. to set the pitch angle and the roll angle. 

Based on measurement results of the suspension in its initial state, several pa-
rameters of laser bending can be chosen to perform required shape correction: laser 
beam energy, pulse frequency, laser spot size, its location and irradiation time for 
spot adjustment, or scanning length, speed and pitch for scanning adjustment. Laser 
micro-bending has been applied by different HDD manufacturers to adjust the 
gram load (and so the flying height), the pitch and roll angular positions and to 
shape the air-bearing surface. Frequency-doubled Nd:YAG lasers are preferred 
with 532 nm wavelength or diode lasers with radiation wavelength less than 1100 
nm, because they offer better efficiency of laser beam energy transfer into metals, 
as compared with sources of longer radiation wavelength. Using pulses of several 
nanoseconds duration time and energy below 100 mJ, local melts can be produced 
with the depth in the micrometer range. Temperature of the entire head suspension 
assembly is increased only by a few Celsius degrees after such heat pulse [37]. 

While local melts produce bending towards the laser beam, annealing of a bend, 
which is in a loaded state, can result in both increase or decrease of the bend angle, 
dependent on the load direction. The latter effect was utilized to decrease the gram load 
using infrared lamps, which can be replaced successfully with a laser heat source [37]. 

Correction of the air-bearing surface can be performed by laser-induced partial 
relaxation of residual stresses, that are left in the element after previous processing 
stages. The technique allowed making shape changes of Al2O3-TiC ceramics in a 
nanometer scale, beyond possibilities of conventional methods [35, 40, 41]. The 
Laser Curvature Adjust Technique (LCAT) has been implemented into high-
volume manufacturing of ceramic sliders at the IBM Corporation [41]. 

2.2.6. ACTUATOR WITH EMBOSSMENT 

Figure 2.15 presents design of an actuator, which can be made to bend either 
towards the laser beam, i.e. in the +z direction, or in the opposite direction. The 
concept is based on producing negative plastic strain above or below the neutral 
axis of the structure. Local heating of regions 1a and 1b, with suitable operating 
parameters, brings about material upsetting and shortening of the regions. As a 
result the free end of the actuator moves in the +z direction. If laser heating pro-
duces shortening of region 2, the structure bends in the –z direction, i.e. away from 
the laser beam. The design of an actuator with embossment has been developed for 
applications in CD players [28]. 
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Fig. 2.15. An actuator with embossment 

2.2.7. BRIDGE ACTUATORS 

M. Koster and R. Semmeling of the Philips Electronics N.V. invented a method 
of mutually displacing two or more parts using an actuator, which undergoes plastic 
deformation through local heating [42]. The actuator consists of a number of bridges. 
Thermal elongation of a bridge during local heating is hindered by the stiffness of the 
rest of the actuator, in particular – of the other bridges. Decrease of the material yield 
stress with increase of temperature may result in a plastic deformation under com-
pressive stress, i.e. material thermal upsetting in the heated bridge. After return to the 
initial temperature the bridge is shorter than before heating. Sequence of heat pulses 
applied to different bridges results in deformation of the whole actuator. Local 
heating conveniently can be accomplished with a laser beam. 

One of the embodiments of the invention is the so-called truss or framework 
actuator, shown in Figure 2.16.  

 

 
Fig. 2.16. The truss (framework) actuator 

 
Shortening of the bridge 2 makes the segment shown on the right-hand side of 

Figure 2.16 to move in direction V, relative to the fixed, left-hand side of the actua-
tor. If bridges 1 and 3 are shortened, a mutual displacement in the opposite direc-
tion is produced. Shortening of bridge 1 results in rotation of the right-hand side 
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segment in direction  , while shortening of bridge 3 produces the opposite rota-
tion. In fact, the induced deformations always have U, V and   components more 
or less pronounced, but applications of the actuator for positioning can be designed 
in such a way, that the unwanted displacements are insignificant. The undesirable 
bending, i.e. out-of-plane deformation, can be minimized by a suitable choice of 
laser heating parameters. In order to minimize temperature gradient in the mate-
rial thickness direction, time of heating should be large enough compared to the 
characteristic time of heat penetration through the material thickness. The Fourier 
similarity number value represents this condition and its value should be signifi-
cantly greater than 1, if the temperature gradient is to be small. 

The concept of the truss actuator was developed for positioning CCD chips, 
magnetic heads in Digital Compact Cassette devices and components of electron 
guns. Single laser pulse can produce linear displacement of few tens of micrometer 
or the angular displacement of a few milliradians [21], [42]. Using the truss actua-
tor as a basic cell, more complex adjustment structures were designed. Two truss 
actuators were applied in an adjustment structure developed for positioning micro 
cylindrical lenses and its arrays in high power diode lasers [43]. 

Another embodiment of the Koster’s and Semmeling’s invention is the two-
bridge actuator, wherein there is no bridge 2 of the truss actuator shown in Figure 
2.16, and the bridges 1 and 3 usually are placed close one to the other. Alternate 
laser heating of bridges 1 and 3 results in shortening of such an actuator. A theo-
retical model of the two-bridge actuator is presented in [44]. 

Two-bridge actuators are combined in various configurations for different mi-
cro-positioning applications. An example is shown in Figure 2.17, where four two-
bridge actuators enable angular positioning of the x-y plane with a sub-milliradian 
accuracy. Such designs have been developed for alignment of lenses in the optical 
pick-up units in CD and DVD players [28, 45, 46]. 
 

 
Fig. 2.17. Angular positioning of the x-y plane using four two-bridge actuators 

 
Figure 2.18a shows an example of the so-called tube actuator, in which several 

two-bridge actuators are placed axisymmetrically on a tube-like structure. Such 
actuators were proposed for alignment of optical elements, e.g. lenses or fibers. 
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        a)                                                                   b) 

                 
Fig. 2.18. Tube actuators: a) with three double bridges, b) with four single bridges 

 
Shortening of bridges by pulsed heating with a laser beam enables precise posi-

tioning of a part or subassembly attached to one end of the actuator with respect to 
the other. Laser-induced deformation can be used to adjust the angular position of the 
x-y plane or to produce linear displacement in x and y directions [43, 47, 48]. A four-
bridge axisymmetric actuator is presented in Figure 2.18b, while Figures 2.19 and 
2.20 show possibilities of producing linear displacements with such an actuator [49].  

Central point C of the top part of the actuator can be displaced (by Cx  and 

Cy , as in Figures 2.19 and 2.20) with respect to the bottom part using different 
heating sequences. The examined structure was made of a stainless steel tube, 
6 mm in diameter and 6 mm long. Deformations were produced with a Nd:YAG 
laser beam of power 76 W (Fig. 2.19) and 55 W (Fig. 2.20). 
 

 
Fig. 2.19. Deformation of the four-bridge tubular actuator during sequential laser heating of 
bridges 1 and 2 (shown in Figure 2.18b) with the laser beam power 76 W 

 
Optical communication networks require precision alignment of optical fibers 

with respect to lenses and laser diodes, e.g. the first lens has to be adjusted with 
respect to a semiconductor laser beam with an accuracy of ±0.5 micrometer in a 
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lateral direction and ±2 to ±5 micrometer in the longitudinal direction. Various 
configurations of actuators have been developed to perform accurate adjustment of 
collimating optics during assembly of fiber optical devices. The tight positioning 
tolerances of optoelectronic components can be met by application of bridge actua-
tors and angular actuators, which are based on laser micro-bending [50]. 

 

 
Fig. 2.20. Deformation of the four-bridge tubular actuator during sequential laser heating of all 
bridges (shown in Figure 2.18b) with the laser beam power 55 W 

 
An array of three-bridge axisymmetric actuators (one actuator is shown Fig. 

2.21) has been developed for applications in fiber-optical collimator arrays [51]. It 
enables precise alignment of fibers with respect to a micro lens array. An optical 
fiber located in the center of the actuator can be displaced by up to 10 micrometers 
in the x and y directions, with positioning precision better than 0.1 micrometer. 
Displacement results from shortening of a bridge (1, 2 or 3 in Fig. 2.21) locally 
heated by a laser pulse. The other bridges become stretched and distorted. 

 

 
Fig. 2.21. A three-bridge axisymmetric actuator designed for positioning of optical fibers 
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2.2.8. THERMAL STABILITY OF POSITIONING 

Laser forming processes, like many other thermo-mechanical processing methods, 
involve producing high stresses, up to the yield point value. Without any post-
processing thermal treatment, the residual stress can also often have the level of the 
room temperature yield stress value. High residual stresses are disadvantageous 
taking into account thermal and long-term stability of alignment and positioning. 

Solution to the problem is based upon the dependence of the material yield stress 
on temperature, i.e. the general for metals decrease of the yield stress value with 
increase of temperature. During heating of metals with locked-in stresses, increase of 
temperature to the value, at which material yield stress is lower than the initial 
residual stresses, results in the material plastic flow and reduction of stresses. The 
phenomenon is known as stress relief annealing and is widely exploited in metal 
working. In processes of laser forming, the heating preferably can be carried out 
using the same heat source, as is used for forming, i.e. with the laser beam, but with 
suitably changed operating parameters. Such a process can be called laser annealing. 
Due to dimensional changes, which occur during stress relieving, the steps of ad-
justment and annealing should be performed iteratively, or the adjustment step 
should produce an “overshoot” to be canceled during annealing. 

Hoving and Verhoeven of the PHILIPS ELECTRONICS NV described high-
precision micro-assembly using laser-adjustment method with local laser annealing 
[45]. While laser spot in adjustment steps applied to the actuator with embossment 
had the diameter 200 micrometers in their example, the local laser annealing spot 
was 600 micrometers in diameter. 

Huber, Müller and Meyer-Pittroff presented a Finite Element Method (FEM) 
analysis of stress and strain changes in the two-bridge actuator under laser an-
nealing [52]. They found the processing window, i.e. ranges of processing parame-
ters necessary to perform laser annealing for the case they considered. Exemplary 
processing parameters for the adjustment were: pulse energy 0.2 J, pulse duration 1 
ms and laser spot diameter 200 micrometers. Laser annealing was performed with 
pulse duration 5 ms and spot diameter 600 micrometers.  

Müller, Ströl and Mehnert of the AIFOTEC AG Fiberoptics described in a patent 
application an adjustment method, especially suitable for adjusting micromechani-
cal, optical or fiber optical components or subassemblies [48]. According to the 
invention, a laser beam or other high-energy beam is applied to induce plastic de-
formation of a bridge actuator. The adjustment steps are followed by heating the 
material, at least locally, to the so-called critical temperature, at which plastic flow 
process, resulting from the residual stress relieving, is sufficiently completed, so as 
to avoid unwanted deformations of the actuator during normal operation, i.e. within 
its operating temperature range (e.g. a range from -40 to +80 degree Celsius). The 
critical temperature is related to the material yield stress value at the upper limit of 
the operating temperature range. A Nd:YAG or diode lasers have been proposed to 
realize both the adjustment and annealing steps of positioning. 
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The unique features of the laser forming method, i.e. the lack of mechanical con-
tact between the tool and the work-piece, the ease of the laser beam manipulation and 
application, particularly for processing micro-mechanical and optoelectronic micro-
systems, and precise control of the applied energy, have been successfully used in a 
mass production of the electronic industry over last two decades. The laser adjust-
ment can be realized with various actuators designed to meet specific positioning and 
adjustment demands. The up-to-date known industrial applications of the method 
exploit the temperature gradient mechanism and the upsetting mechanism of thermal 
forming. New perspectives emerge with the research on non-thermal laser forming, 
i.e. using laser pulses in the range of nanoseconds, which produce material deforma-
tion due to the propagation of laser-induced shock waves.  
 

 
 

2.3. MODELING OF FRICTION AND FLOW IN THE SLIDING  
PAIRS WITH MICROSTRUCTURE OF SURFACE 

Bogdan Antoszewski 
 
 
Energy losses resulting from friction between contact surfaces in an internal com-

bustion engine have been studied intensively by a considerable number of tribolo-
gists. Progress in this field has brought numerous economically effective solutions, 
which enable mass production of motor vehicles. Still, the automotive industry needs 
further improvements to reduce friction-related energy losses in engines and drive 
systems. For instance, the losses of energy generated in a piston-ring-cylinder system 
account for 45% of all the losses of energy due to friction in the whole engine. Nu-
merous reports suggest that the problem can be solved by applying porous surfaces 
generated, for example, by laser surface texturing [55-57, 10] (Fig. 2.22). 
 

       
Fig. 2.22. Examples of application textured face in motorization [58] 
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2.3.1. ANALYSIS OF FRICTION RESISTANCES 

Assuming the regularity of the cavities around the rubbing surfaces, we can de-
velop a model of friction which takes into account both the area of flat surfaces and 
the area with cavities, here called the area of wavy surfaces. In the model, the flat 
surfaces are ideally flat, and the porous ones have roughness with equivalent pa-
rameters (see Refs. [56, 57]). 

 
Fig. 2.23. Model of the clearance: fragment of surface with the cavitation area (upper part) and 
a fragment of surface without cavities (lower part) 

 
In the general case, the total load force of a flat sliding pair with regular cavities 

around the opposing surfaces is expressed by the relationship: 

hm WWW                      (2.32) 

where: mW  – mechanical component of the load force, hW  – hydraulic component 
of the load force. 

The mechanical component of the load force resulting from the contact of the 
peaks of the microirregularities after taking into consideration the cavities [58] has 
the following form: 

gm phHPAW  )(                                         (2.33) 

where: A – area of microirregularities taking part in the transmission of loads, pg – 
shearing strength of the softer material, P(H  h) probability of the oc-
currence of the assumed clearance height. 

Because of the surface heterogeneity, the load force of the fluid film has two 
components:  

21 hhh WWW                                                    (2.34) 

where: Wh1 – load force of the fluid film in the areas with no cavities, Wh2 – load 
force of the fluid film in the cavitation areas.  
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For areas without cavities, the relationship is:  

),(
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where: f(L,r) – function determining the probability of occurrence of the fluid 
film [59],  – viscosity of the fluid in the clearance, U – sliding speed,  
L,r – length and width of the friction area. 

For the cavitation areas, we adapt the relationship given by Lebeck [60]:  
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where, additionally: 
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where: ha – waviness amplitude, hmin – minimum clearance height,  – rotational 
speed, p0 – fluid pressure in the clearance. 

Finally, taking into account the above, we obtain the relationship for the load 
force of the flat sliding pair: 
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     (2.37) 

For simplicity, we shall consider a real case of a flat sliding pair, i.e. a pair of 
rings of a face seal, which is shown in Figure 2.24. 

a) b) 

 
Fig. 2.24a) Schematic diagram of the face seal: 1 – axially shifted sliding ring, 2 – anti-ring, 
3 – spring, 4 – clamping ring, 5,6 – secondary seals, b) model sliding pair with textured surface 
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C a s e  1 

Let us consider the case when hmin > hc, where hc is the clearance height for which 
the peaks of the microirregularities are in contact. The clearance height is big 
enough so there is no contact of the microirregularities. 
Since Wm = 0, relationship (2.37) can be written as: 
































4)(

)(

8
)1(),( 0

min
12

min

2

2

p

h

h
f

h

rk
ArLfLA

h

U
W a


   (2.38) 

In the general case, the friction force between the rubbing surfaces will be a sum of 
two components: 

mh FFF                                                  (2.39) 

where:  Fh – friction force of the fluid film, Fm – friction force of the peaks of the 
microirregularities in contact. 

Thus, when hmin > hc, Fm = 0. 

The friction force of the viscous fluid, Fh, can be described by a known relationship: 

h
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
                                                     (2.40) 

Let us consider the case of complete fluid film with a variable thickness. If we base 
the considerations on the works by Stanghan-Batch and Ina [58] and Lebeck [60], 
we can calculate the coefficient of friction as follows: 
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where: 
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In relationship (2.41), hmin is an unknown quantity, so it needs to be determined 
from other conditions. As the axial forces are in equilibrium, the load force in the 
clearance of the flat sliding pair of a face seal is counterbalanced by the external 
axial forces acting on the axially flexible element of the sliding pair. Thus, the con-
dition of the equilibrium of the axial forces can be written as:  
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where: ps – spring tension, b – coefficient of load, b’ – corrected coefficient of load, 
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Comparing relationship (2.38) with (2.43) and including the size of the friction 
area, we can calculate the clearance height. 
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Using the definition of parameter G, we calculate the minimum clearance height: 
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where:  
 GCh 1min                                                  (2.47) 
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Substituting the calculated clearance height to relationship (2.41) and performing 
certain transformations, we obtain the value of the coefficient of friction.  
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C a s e  2 

We consider a situation when there is a direct contact of the peaks of the microirregu-
larities, i.e. when hmin = hc. The clearance height is known, as it results from the 
height of the microirregularities. Like in Refs. [61], [62], it is assumed that the 
distribution of the peaks of the microirregularities is the Gaussian distribution and 
the height the of microirregularities in contact, hc, is 3, with  being a standard 
deviation defined by the following relationship: 

2
2

2
1                                                      (2.50) 

where 21, – standard deviations of random variables representing the profiles of 
both surfaces.  
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Like in the previous case, the load force of the seal resulting from the fluid film is 
calculated according to formulas (2.35) and (2.36). The value of the friction force 
of the fluid film is given by relationship (2.39), while the friction force of the mi-
croirregularities in contact is defined by the following relationship: 

mbm WfF                                                   (2.51) 

where bf  – coefficient of boundary friction. 

Calculating Wm from relationship (2.38), we get: 
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Using relationships f = F/W, (2.38) and (2.52) and performing certain transforma-
tions, we obtain the following relationship for the coefficient of friction: 
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(2.53) 

The model of friction assumes that the opposing surfaces are in contact or that 
there is no contact between them. The model can be used for the analysis of friction 
of seals with rings characterized by different geometries of surface heterogeneities. 

The model was analyzed in a numerical example using the MATHCAD 7.0 
program for the following data: 

 dynamic viscosity of the medium   700 10-6 Pas, 
 clearance height in the area of the flat surface hc  10-6 m, 
 clearance height in the cavitation area ha  10-6 m, 
 number of cavities per surface unit k – 3, 6,...,12, 
 share of the flat surface   0.2...0.8, 
 average ring radius rm = 0.0205 m, 
 ring width r = 0.005 m  . 

The relationship between the coefficient of friction and parameter G was ana-
lyzed for different shares of the flat surface  and different number of surface 
structures k in the friction area. It was necessary to define the influence of these 
parameters on the coefficient of friction for the following cases h  hc and h = hc.  

Figures 2.25 and 2.26 show typical relationships between the coefficient of fric-
tion and parameter G both for the regime of mixed friction and that of fluid fric-
tion. As can be seen in Figure 2.25, in the mixed friction regime, the coefficient of 
friction decreases when there is a rise in parameter G. In the regime of fluid fric-
tion, an inverse relationship is observed (Fig. 2.26). This general relationship be-
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tween the coefficient of friction and parameter G is not at all dependent on the 
number of cavities k or the share of flat surface . The influence of parameters k 
and  is not analyzed in this paper. 

 
Fig. 2.25. Coefficient of friction between the face seal rings vs. parameter G in the regime of mixed 
friction for surfaces with a different number of cavities k and a constant share of flat surface  
 

 
Fig. 2.26. Coefficient of friction between the face seal rings vs parameter G in the regime of 
fluid friction for surfaces with a different number of cavities 

 
The proposed model of friction makes it possible to determine the values of the 

coefficient of friction and parameter G for which there is a transition from mixed 
friction to fluid friction. Figure 2.27 shows the values of the coefficient of friction 
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recorded for both regimes. The transition point is in the range of parameters G = 
10-7  10-8. The exact position of the transition point is shown in Figure 2.28. The 
hypothetical values of the coefficient of friction f and parameter G at the transition 
point were established by comparing the mathematical model for mixed friction 
with that of fluid friction. 

 

 
Fig. 2.27. Coefficient of friction between the face seal rings vs parameter G (logarithmic scale) 

 
 

 
Fig. 2.28. Positions of the points of transition from mixed to fluid friction for the mating face seal rings 
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2.3.2. MODELLING FLUID FLOW IN THE CLEARANCE BETWEEN ONE 
SMOOTH AND ONE POROUS SURFACE 

Effective numerical modelling of fluid flows in clearances of sliding pairs re-
quires considering only the basic parameters of flow and neglecting the less impor-
tant ones. The parameters that are crucial to this phenomenon can be selected on 
the basis of a dimensional analysis and general knowledge of physics. Considering 
all the parameters would mean having to solve full Navier-Stokes equations, which 
is impossible at the present state of knowledge and computer technology, even 
though the Reynolds number is very small. In the case of sliding pairs, we may 
need to consider a two-phase flow in areas where cavitation of the oil film occurs. 
Since it is generally known that all the hydrodynamic effects of interest, including 
the hydrodynamic force formation, are related to cavitation, the phenomenon can-
not be omitted. The modelling, however, will have an approximate character, 
which is a significant problem in any simulation. The literature shows that different 
physical effects have been taken into account. 

           
Fig. 2.29. Basic flows in the clearance: a) Poiseuille flow, b) Couette flow 

 
If the changes in the x and y directions are much slower than those in the z di-

rection (condition H << L), one can assume that Q


 is a superposition of the basic 
Poiseuille and Couette flows. 

Thus, the equation derived for the oil film is: 
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where , , H, p can be slowly-changing functions of x and y. 

After integrating the equation in any domain  (in the x,y plane), we obtain: 














dWHdivdpgrad

H
div )()(

6

3 





 



 115 

Then, applying the Green formula, we have: 
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where:  – the boundary of the domain , n


 – external normal to that boundary. 

Let the domain  be an unit cell of a network covering the area of flow. The 
modelling will be performed using the example of a thrust bearing or a face seal as 
a friction pair.  

 
Fig. 2.30. Schematic diagram of the model clearance 

 
If the coordinate system is related to the symmetry axis of the friction system, then: 

0
 irW 


 

where:  – the rotational speed, r – the radius vector, 


0i  – the circumferential unit 
vector perpendicular to r. 

In the above formulae, the clearance height H is a variable function of position 
used for describing the geometry of pores produced on the bearing races by laser 
surface texturing. 

The equation for the oil film in the fluid flow area is solved to determine the 
pressure area, p(x,y). The other elements are assumed to be known. The condition 
for pressure on the boundary of the domain is obvious, because the values of pres-
sure around the inner and outer circumferences of the sliding ring are known.  

It is assumed that the pressure in the cavitation area (where pressure falls below 
the boiling pressure boilp ) is constant, and the pressure gradient is equal to zero. In 
this domain, the equation of the oil film is still valid. On the left-hand side, all the 
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terms disappear, while the right-hand side terms are used to calculate the unknown 
density area (x,y), and, accordingly, the amount of the fluid evaporated.  

On the boundary of the cavitation domain, the following conditions are satisfied: 

inlet: the pressure inside is continuous, 0


n

p
; the fluid fluxes inside and outside 

are identical; 
outlet: the density around the outer circumference is equal to the fluid density; the 
fluid fluxes around the inner and outer circumferences are equal. 

The integral quantities of practical interest are: 

The hydrodynamic force, which can be calculated from the formula: 
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where: 1r  and 2r  – inner and outer radii of the ring, atmp  – atmospheric pressure.  

The leakage can be determined for any radius r using the following formula: 
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it is desirable, however, to average the number by integration applying different 
radius to increase the accuracy of calculation: 
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The torque representing the frictional resistance is determined as an integral of 
tangential stresses by means of the formula:  
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In numerical calculations, the hydrodynamic force F generated by a single element 
of the texture was replaced by: 

4/2D

F
Pav 

  

where the denominator corresponds to the pore surface area. Accordingly, the 
quantity Pav [Pa] corresponds to the average pressure acting on the etched part of 
the race. The total force acting on the seal is calculated as: 
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CSPF avtotal   

where: S – race area, C – dimensionless pore area coverage (percentage of pores in 
a whole surface). 

Figure 2.31 indicates the variation of Pav in relation to the rotational speed  
and the clearance height H. The other parameters are standard. 

Figure 2.32 presents the relationship between Pav, the pore diameter [m] and 
the pore depth [m]. The other parameters are standard. 
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Fig. 2.31. Relationship between the average pressure, the clearance height and the rotational speed 
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Fig. 2.32. Relationship between the average pressure, the pore depth and the pore diameter 
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Figure 2.33 illustrates the relationship between the hydrodynamic force amplifica-
tion and the radial distance between the texture cavities. A multiple pore diameter is 
shown in the X-axis. The other parameters are standard. A decrease in the radial 
distance between cavities causes almost a double increase in the hydrodynamic force. 

Figure 2.34 shows the effect of ambient pressure on the hydrodynamic force. In 
the previous diagrams, the ambient pressure corresponded to the atmospheric pres-
sure. An increase in this pressure resulted in a considerable decrease in the hydro-
dynamic force. Technically, the pressures around the inner and outer edges of the 
friction elements are different, as is the case of face seals. Pores in the area of 
higher pressure will generate a hydrodynamic force that is smaller than those 
around the outer edge. 
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Fig. 2.33. Hydrodynamic force amplification versus radial distance between pores 
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Fig. 2.34. Average pressure versus ambient pressure 
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The following conclusions were drawn basing on the qualitative results of the 
simulations: 

 as expected, the hydrodynamic force was greatly dependent on the rotational 
speed and the clearance height; 

 on surfaces where pores were larger in depth and diameter, the pressure was 
higher and the hydrodynamic force was larger; 

 the smaller the radial distance between the pores, the larger the hydrody-
namic force; 

 no such effect was observed in the circumferential direction; 
 the greatest effect of surface texturing was reported in the low-pressure zone 

(around the outer circumference of the race). 

Analyzing the above diagrams (Part 1), one can draw the following conclusions 
about face seal rings whose surfaces are partly flat  and partly with cavities k: 

 the greater the number of cavities k on the surface of a face seal ring, the 
lower the coefficient of friction both in the regime of fluid friction and that 
of mixed friction, 

 the greater the area of the flat surface , i.e. the greater the share of the flat 
surface in the total area of friction in the regime of mixed friction, the greater 
the coefficient of friction; the relationship is true for all the considered 
number of cavities, 

 for fluid friction, an increase in the share of the flat surface  causes a 
decrease in the coefficient of friction, the exception being the case when k = 
12 for which the coefficient of friction rises slightly with an increase in , 

 a rise in the value of parameter G causes that the type of friction between the 
seal rings changes from mixed into fluid; the developed model makes it 
possible to assess the parameters of the transition point depending on the 
number of cavities and the share of the flat surface. 

 

 

2.4. ANALYSIS AND VERIFICATION OF SURFACE  
ROUGHNESS CONSTITUTION MODEL  

IN THE METAL CUTTING PROCESS APPLYING TOOLS  
WITH DEFINED STEREOMETRY 

Edward Miko 
 
 
Machining is still the most commonly used method of product formation of all 

manufacturing technologies. As it is also very expensive, it seems reasonable to se-
lect the most suitable conditions. The research on the metal cutting process as a di-
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mensional and surface treatment aims at improving the cutting efficiency and, conse-
quently, the technical quality of the outer layer of a machine part [77] and [73]. 

Machining – a basic production operation – is predicted to improve or at least main-
tain its position in the engineering industry, especially if precision is involved [65]. 

The increasing accuracy of metal cutting, particularly turning and milling, 
causes that surfaces sculptured in this way seldom require finishing, which has a 
positive effect on the properties of ready products. If ceramic or CBN cutters are 
used it has become a rule to replace grinding with turning or milling after casting 
or forging so as to obtain required dimensions and surface finish [66]. Therefore, 
the geometrical structure generation and the properties of the outer layer obtained 
in the course of machining are important problems of both theoretical and experi-
mental studies nowadays. Roughness is an essential factor in tribology as it deter-
mines the quality of the outer layer and evaluates the cutting process [66]. 

Roughness, characterized by parameters determined by measuring its irregulari-
ties is said to be one of the most important factors affecting the operating properties 
of machine elements, expressed, among others, by friction conditions on contact 
surfaces, contact stresses, fatigue strength, corrosion resistance, tightness of joints, 
conditions of flow for fluids and gases, electrical and thermal contact resistance, 
superficial thermal radiation or magnetic properties [70]. 

The metal cutting process is generally accompanied by vibrations. These are 
mainly due to changeable forces produced by the tool, unbalance of rotating masses, 
performance of bearings, shafts, and toothed wheels, nonhomogenity of the stock, 
etc. [66] and [68] to [76]. 

In the turning and milling operations, roughness is mainly a result of the 
stereometric and kinematical tool representation; also it is dependent on the 
unremoved fragment of the material, relative tool-workpiece vibrations, the tool 
runout, and, finally, the tool wear [72]. 

The mathematical models discussed in specialized literature focus on the quan-
titative influence of tool representation, and on one of the following factors: vibra-
tions, cutter run-out, and sometimes tool wear. 

Since roughness constitution is reported to be an extremely significant process, 
a number of researchers are involved in the study of the effects of the above men-
tioned factors on surface roughness in the metal cutting process. Their results as 
well as those obtained by the authors were used to develop a new model of surface 
roughness constitution [72].  

2.4.1. MODEL OF SURFACE ROUGHNESS IN METAL CUTTING 

In practice, a cutting edge is never ideally sharp, thus a certain rounded cutting 
edge radius rn needs to be taken into account. During a metal cutting process, part 
of the allowance is removed, its thickness being greater than a certain threshold 
thickness called minimum undeformed chip thickness hmin [65] and [72] to [74]. 
Generally, the process of metal removal is accompanied by relative tool-workpiece 
system vibrations that will be represented on the generated surface. It is crucial that 
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the process of constitution of lateral roughness (in the feed direction) represented 
by the parameters Ra and Rt be modeled for surfaces sculptured with a rounded 
cutting edge described by the equivalent radius rz. 

The model includes: 
 the stereometric-kinematic representation of the cutting edges, 
 the unremoved fragment of the material, 
 relative displacements of the tool and the stock in the direction normal to the 

machined surface, 
 the tool run-out in the direction normal to the machined surface and 
 the tool wear. 

Moreover, it was assumed that: 
 the vibrations in the machining system occur irrespective of the tool run-out, 
 the stock material is ideally elastic, 
 the influence of other factors disturbing the ideal representation of the tool is 

negligible, 
 the tool wear affecting the roughness of machined surfaces results in a 

change in the rounded cutting edge radius rn; this has an influence on the 
minimum undeformed chip thickness hmin and variations in relative dis-
placements in the toolworkpiece (T-W) system [72].  

 
 

 
Fig. 2.35. Lateral roughness profile of a surface face-milled with the feed rate fz with a milling 
head equipped with round corner cutters with the radius r due to relative displacements of the 
tool and the workpiece il and an instantaneous cutter position resulting from the face run-out i 

 
Figure 2.35 shows the lateral profile of a surface generated after a pass of the i-th 

cutter during the l-th revolution of a multicutter tool moving along the x-axis with a 
feed motion, performing vibrations and showing cutter runouts. A lateral profile of 
such a surface is described by the following relationship: 



 122 

 
ll iilz

z
i ifx

r
xy   2

2

1
)(                                 (2.54) 

for the range 1
ll ii bxb  (Fig. 2.35) while:   11  ilzil  where: rz  equiva-

lent radius, fz  feed per tooth i – instantaneous orientation of the i-th cutter in 
relation to the workpiece resulting from the face run-out, 

li
  – instantaneous rela-

tive displacement of the i-th cutter during the l-th revolution of a multicutter tool 
due to vibrations, z – number of cutters in the multicutter tool. 

The instantaneous orientation of the i-th cutter in relation to the workpiece due 
to the face run-out i can be described using the relationship: 
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where: e  face run-out of the cutters. The range limits are given by: 
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where: hmin  minimum undeformed chip thickness, 
li

 was assumed to be a se-

quence of independent random variables with uniform distribution of probability 
where the mean value equals 0 and the variance is  2D . When 

li
 are independent 

random variables, then the profil e of a modeled surface is no longer a periodic 
curve; it is said to be a stochastic process algebra. 

To determine the parameter Ra of a surface described by Eq. (2.58), it is necessary 
to define a functional for a set of the stochastic process algebras. 

The arithmetic mean profile deviation (given by the function y(x)) from the mean 
line position y  at the elementary length le is determined from the relationship: 
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Then, the position of the mean line is established from the following equation: 
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Squaring both sides of relationship (2.58) and applying Schwarz inequality, it is 
possible to determine the parameter Ra of the modeled surface. Then, we get: 
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and after transition to the limit with el : 
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This inequality can be transformed into the following equality: 
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where:   form factor of the modeled profile. 
 
In order to derive the equation to be used for determining the parameter Ra, it is 

required to establish the quantities y  and 2y : 
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(2.64)  

Substituting the integration limits (2.56) and (2.57) into Eqs. (2.63) and (2.64) 
and performing (2.56) calculations while neglecting moments of the variables ,

li
  

an order higher than the second one as well as the power of these moments and the 
sum of the variables i  in even powers, higher than the second as low values of a 
higher order, we got: 
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Performing transformations and calculations, we obtained: 
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This is an equation relevant for min2 hrf zz  . 

 
A general relationship will be applied to calculate the parameter Ra for 

minmin 2 hrfhr zzz  , as well as for the case of minhrf zz  , i.e. when part 

of the material is removed with the k-th cutter of the multicutter tool. A profile 
obtained by cutting with small feed rates when the area of unremoved material is 
partly smoothed with the k-th cutter is shown in Figure 2.36. 

 

 
Fig. 2.36. Lateral roughness profile of a surface face-milled with a low feed rate fz using round 

corner cutters with the radius rε, due to relative displacements il of the tool and the workpiece 

and an instantaneous position of cutters due to a face run-out 

 
The equation of the il-th parabola is given by relationship (2.54), while the equation 

of the (il + k)-th parabola is written in the following form: 
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The position of point 
kli

b


 (Fig. 2.36) was determined from: 
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byhby kii   min                                          (2.69) 

Substituting relationships (2.54) and (2.68) into Eq. (2.69) and performing 
certain transformations gives: 
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Similarly, the parameter Ra of the modeled surface can be calculated using the 

values of y  and 2y : 
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Integrating, transforming, and neglecting low values of a higher order, we get: 
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After the necessary transformations and calculations, it yields: 
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The relationship can be applied when the feed rate fz ranges: 
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         for k = 2, 3, 4, … 

When no smoothing is required, and the area of unremoved material sculptured 
with subsequent cutters does not decrease, then k = 1 is substituted into Eq. (2.75). 
As a result we get: 
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(2.76) 

The relationship is relevant for the following feed rate: minmin 2 hrfhr zzz  . 

 
Depending on the profile form, which results from the feed rate, several charac-

teristic equations were derived. The relationships used for determining the parame-
ter Ra of machined surfaces for the particular ranges of feed rates are given in Eqs. 
(2.67), (2.75) and (2.76). 

Experiments have shown that when turning and milling with cutters characterized 
by various levels of wear VBc, the rounded cutting edge radius rn rose, and so did 
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the amplitude and variance (D2()) of relative T-W system vibrations, and this, 
accordingly, caused an increase in the roughness of surface. The wear of cutters 
leads to an increase in the rounded cutting edge and, consequently, to a rise in the 
cutting forces, which cause a growth in the amplitude of relative T-W system vi-
brations [63, 75]. 

In a cutting process when feed rates are high ,2 minhrf zz   the member con-

taining the feed 









2

4

972 z

z

r

f
 plays an important role, as it includes the influence of 

the cutter representation (2.67). It has been revealed that in such a case the effects of 
the stereometric-kinematic representation of cutters on the value of the parameter Ra 
is increasingly big. With an increasing feed rate, the influence of the cutter represen-
tation decreases (the member containing the feed decreases), and the members con-
taining hmin and D2() and D2() (2.76) begin to play a significant role. 

Of importance is case 3 (2.75) occurring in cutting with small feed rates, i.e. 
.minhrf zz   A series of equations relevant for the particular ranges of feed were 

derived for this case. This infinite series of equations was written with the aid of one 
recurrent relationship. In this case, during machining with small feed rates, some of 
the marks of unevenness left by the k-th cutter are smoothed. Equations (2.75) and 
(2.76) are complex and therefore inconvenient and impractical. Thus, it was necessary 
to substitute them with a simpler relationship shown in Table 2.1. The error resulting 
from this approximation in a most unfavorable theoretical case does not exceed 15%. 
However, for conditions of an after-machining process, it will range 1-5%, which is 
permissible [72]. From the simplified relationship it follows that for min2 hrf zz   

the feed rate does not affect surface roughness considerably. 
In practice, reducing the feed rate below the above mentioned value is not 

recommended, as it does not lead to a decrease in surface roughness, and for 

z

e
f z 100  it may even cause its increase. It can be explained by the fact that for 

small feed rates 
z

e
f z 100 , the face run-out previously resulting in surface wavi-

ness will now cause and increase surface roughness. To decrease roughness, it is 
necessary to reduce hmin and D().  

By applying sharp cutters with a minimum rounded cutting edge radius rn, we 
are able to reduce the minimum undeformed chip thickness hmin. It is undesirable to 
use such cutters intensively as this may lead to considerable wear. 

The standard deviation of relative displacements D() can be reduced by decreasing 
the amplitude of relative displacements A, which makes the machining system more 
rigid and causes the attenuation of vibrations acting on the system. Moreover, it is 
crucial that the machining conditions be selected properly avoiding the occurrence of 
self-excited vibrations.  
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Similarly, applying the definition, we could establish the total height of the 
roughness profile Rt. The relationships shown in Table 2.2 were used to calculate 
Rt as well as Ra.  

The generalized model can be used to develop individual models for each cutting 
operation. When surfaces are machined with a single-cutter tool, then in formulas 
(2.67), (2.75) and (2.76) as well as in the above tables, the members describing the 
influence of the run-out can be eliminated assuming that D2() = 0. 

Then, depending on the type of machining the equivalent radius rz should be re-
placed with a suitable quantity. Thus, for example, for straight turning or facing as 
well as face milling with a rounded corner tool, we have rz = r. It can be used also 
to forecast and control surface roughness in planing and chiseling, provided we 
employ tools with a rounded cutting edge having the radius r. This model of surface 
roughness constitution can be applied also in the operations of milling, turning, 
drilling, reaming, and counterboring of a cylindrical surface (with the counterbore 
circumference). 

For oblique turning, the formulas should include the equivalent radius rz de-
scribed by relationship [72]: 
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κaD
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 22

2

sintan2

cos2




                                        (2.77) 

where: D  diameter of the workpiece, ap  depth of cut, r  tool cutting edge 
angle, s  cutting edge inclination. 

For a cylindrical milling operation, we should assume that rz = d/2. 
All in all, the developed models seem to be applicable in most sculpturing and 

finishing processes if tools with specified stereometry of cutters are used. 

2.4.2. FORECASTING THE PARAMETER Ra FOR FACE MILLING  
WITH SPHERICAL TOOLS 

The profile of a surface generated after a pass of the i-th cutter (i = 1, 2, 3, ..., z) 
during the l-th (l = 1, 2, 3, ..., n) revolution of the milling head moving along the  
x-axis with an assigned feed rate with relative vibrations and showing face run-out 
of cutters can be described applying the equation obtained by substituting rz = d/2 
into Eq. (2.54): 

 
ll iilzi ifx

d
xy   21
)(

                                
 (2.78) 

where: d  diameter of cutters. 

Figure 2.37 presents a lateral surface profile taking into account the factors de-
scribed in section 2.4.1 during a single revolution of a milling head equipped with 
spherical cutters. 
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Fig. 2.37. Lateral microroughness profile of a surface face-milled with spherical tools with the 
diameter d applying the feed rate fz due to relative vibrations of the tool and the workpiece il 

and an instantaneous cutter position owing to a face run-out ρi during one revolution 

 
The mean arithmetic deviation of the profile (given by the function )(xy

li
) from 

the mean line will be established from relationship (2.67) assuming that D2() = 0: 
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Taking into consideration the above factors, it is possible to determine the total 
thickness of the surface roughness profile Rt (Table 2.2): 
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Equation (2.79) and (2.80) are relevant for mindhf z  . On the other hand, 

when feed rates per tooth range ,100 mindhf
z

e
z   the value of the parameter 

Ra will be (Table 2.1): 
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Accordingly, it is possible to determine the value of the parameter Rt: 

min
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When 
z

e
f z 100 , the face run-out of cutters e results in surface waviness. 

For small feed rates, on the other hand, i.e. when
z

e
f z 100 , the run-out will 

cause roughness, thus, according to Table 2.1 and Eq. (2.81), we get respectively: 
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Table 2.1. Generalized approximate formulas used for calculating the parameter Ra when 
applying tools with defined stereometry 

Item Feed range fz Approximate formula for calculating the parameter Ra 
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Table 2.2. Generalized formulas used for calculating the parameter Rt when applying tools 

with defined stereometry 

Item Feed range fz Formula for calculating the parameter Rt 
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Basing on relationships (2.79), (2.81) and (2.83), it was possible to develop a 
nomogram for forecasting the values of Ra in face milling with spherical cutters 
under conditions to be found in practice (Fig. 2.38). 

Analyzing the curves in Figure 2.38, we can see that the influence of the feed 
rate fz on the value of the parameter Ra is more and more considerable when the 
relative vibrations D() decrease. The value of the parameter Ra decreases with the 
feed rate fz but only to a certain limit dependent on the relative vibrations D() and 
the minimum deformed chip thickness hmin (curves 1 to 4). For a small feed rate, 

i.e. ,100
z

e
f z   the roughness increases even in jumps; this is caused by the fact 

that for these feed rates the face run-out of the cutters e leads to the constitution of 
roughness containing microirregularities (curves 1' to 4'). 

 
Fig. 2.38. Nomogram for forecasting the value of the roughness parameter Ra(fz, D(ξ))for sur-

faces facemilled with rounded corner tools with the diameter d 

2.4.3. VERIFICATION OF THE MATHEMATICAL MODEL BASED  
ON THE EXAMPLE OF FACE MILLING MACHINING 

The operation of the computerised test stand for registration and analysis of a 
lateral profile of the GSS was presented in Ref. [71]. The investigation involved 
milling specimens without any cooling or lubricating fluid at the F2-250 vertical 
knee-type milling machine, whose head was inclined at an angle of 1o so that a 
unidirectional GSS would be formed. Cubicoid-shaped specimens were made of 45 
steel (180-200 HB hardness) and ŻL 200 cast iron (180-200 HB hardness). 

The specimens were milled with a 160 mm diameter cassette head equipped 
with round RNGN 120400 T02020 inserts made of AZ-10 white ceramics and 
TWN black ceramics in the following conditions: 
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 speed of cutting vc = (90.5-502.6) m/min, 
 feed per blade fz = (0.039-0.225) mm/blade, 
 depth of cutting ap = 0.5 mm, 
 number of cutting blades z = (1 and 8) blades, 
 width of milled specimens W = 110 mm, 
 rotational speed of the head n = (180-1000) revolution per min. 

Surfaces machined in these conditions were analysed by registering their pro-
files and recording in the form of files by means of a computerized test stand. The 
registered lateral profiles of the surface micro-roughness were analysed after de-
termining the standardised unilateral function of spectral power density (FSPD). 

On the specimens milled in the specified conditions, the lateral roughness Ra 
was measured fifteen times in the direction of the feed by means of a computerized 
test stand [71]. The mean values of these measurements along with the confidence 
ranges for level 0.95 were given in these diagrams. For comparison purposes, the 
theoretical values of Rao take into account tool representation and from the author’s 
own model of Rat (Table 2.1) were also included in the diagram [72]. 
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Fig. 2.39. Influence of the speed of cutting vc on the surface roughness Ra. Comparison of the 
results of laboratory tests with the theoretical results. The machining conditions: blade material 
TWN, feed fz = 0.078 mm/blade, a) 45 steel, z=1; b) Żl200, z=1; c) 45 steel, z=8; d) Żl200, z=8 

a  b 

 c d 
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Figure 2.39 shows the influence of the speed of cutting, vc, on the value of the 
parameter Ra and the results of laboratory tests compared with the theoretical re-
sults of Rat of surfaces milled with TWN ceramic blades.  

Figure 2.40 shows the influence of the feed fz on the surface roughness Ra and the 
results of laboratory tests with the theoretical values of Rat of surfaces milled with 
AZ-10 white ceramic blades. It was found that, in principle, the values of the pa-
rameter Rat determined on the basis of the author’s own model are within the confi-
dence ranges of the values measured on milled surfaces. However, the values of Rao 
determined on the basis of relationship take into account only the tool representation 
differ from the real values of Ra. Hence the conclusion that the developed model 
provides a good description of the process of roughness constitution on surfaces face-
milled with round blades. When machining 45 steel (Figs. 2.39a and c), an increase 
in the speed of cutting vc caused a sudden decrease in the value of the parameter Ra, 
and then a slight increase at vc = 180 m/min or greater. When machining Żl200 cast 
iron, the influence of the speed of cutting vc is not big. 
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Fig. 2.40. Influence of the feed fz on the surface roughness Ra. Comparison of the results of 
laboratory tests with the theoretical results. The machining conditions: blade material AZ-10, 
speed of cutting vc=178.5 m/min; a) 45 steel, z=1; b) Żl200, z=1; c) 45 steel, z=8; d) Żl200, z=8 

a b 

c d 



 134 

Analysing Figure 2.40, one can see that if the feed goes down, the value of the 
parameter Ra falls to the minimum for fz ≈ 0.06 mm/blade and then slightly goes up 
(with the exception of Figure 2.40a, where it rises first and then falls). Thus, the 
minimum surface roughness is obtained for the feed fz ≈ 0.06 mm/blade. 

 
The present study shows that: 

1. The roughness of surfaces sculptured with multicutter tools, the cutters having 
specified stereometry is quantitatively affected by the cutting edge representa-
tion, the unremoved fragment of material, relative tool-workpiece system vibra-
tions, the cutter run-out, and partly the tool wear. 

2. There exists a general mathematical model for the constitution of surface 
roughness independent of the method of metal cutting using tools with specified 
geometry. 

3. The vibrations of the tool-workpiece system, the cutter run-out (for milling), 
and the unremoved fragment of material constitute a limitation for surface 
roughness, thus it is necessary to reduce them to a minimum. 

4. The feed rate is reported to have a considerable influence on the roughness of 
surfaces in face-milling only for high feed rates per tooth and small radii of the 
cutters. The influence becomes greater with an increase in the feed rate and a 
decrease in relative displacements as well as the minimum deformed chip thick-

ness. The feed rate from the range min2100 hrf
z

e
zz   does not affect sur-

face roughness in face milling. 
5. It is recommended that a face milling operation should be performed with feeds 

per tooth being in the upper limit of or even slightly above the 

min2100 hrf
z

e
zz   range; applying lower values, we will fail to decrease 

surface roughness (and the feed rates
z

e
f z 100  will even increase it), and re-

duce the process capacity. 
6. The values of the parameters Rat determined from the author’s own model were 

within the confidence range of the measured values Ra. Hence the conclusion 
that the roughness Ra of surfaces face-milled with round blades, except from 
the blade mapping, affects considerably the non-removable part of the machining 
allowance, the relative vibrations of the tool and the work and the face milling 
of the blades. 

7. An increase in the value of vc for 45 steel leads to a decrease in the value of the 
parameter Ra and from vc ≈ 180 m/min its stabilisation. The influence of vc on 
the roughness Ra for cast iron is not clear. The influence of the feed fz on the 
roughness Ra of surfaces milled with one blade is small. When machining 
Żl200 cast iron with an 8-blade head, an increase in the feed fz caused an in-
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crease in the value of the parameter Ra. Smaller roughness was obtained after 
machining with inserts made of AZ-10 white ceramics. The surfaces machined 
with one blade were characterised by smaller roughness Ra than those machined 
with eight blades. It should be noted that the machining of highly efficient 
round ceramic inserts can be used as finishing because of low values of the pa-
rameter Ra (the minimum value of Ra ≈ 0.4 µm). 

N o m e n c l a t u r e  

A  amplitude of the tool-workpiece sys-

tem vibrations, m; 

 2D  variance of the tool-workpiece 

system vibrations, m2; 

 2D  variance of the multicutter tool 

run-out, m2;  
D – workpiece diameter, mm, m; 
d  milling head cutter diameter, mm, m;  
hmin minimum undeformed chip thickness, 
m;  
e  face (radial) run-out of cutters, m;  
f  feed per revolution, mm/rev, m/rev;  
fz  feed per tooth, mm/tooth, m/tooth;  
r  tool major cutting edge angle;  

li
   instantaneous relative displacement 

of the i-th cutter during the l-th revolution 
due to tool-workpiece vibrations, m;  

i   instantaneous position of the i-th 

cutter in relation to the workpiece due to 
cutter run-out, m;  
L  length of a measurement section, mm;  
le  length of elementary measurement 
section, mm;  
Ra  arithmetic mean of roughness profile 
ordinates, m;  
Rt  total roughness profile height, m;  
r  corner radius, mm, m;  
rn  rounded cutting edge radius mm;  
rz  equivalent radius, mm, m;  
s  tool cutting edge inclination;  
y   mean value of the modeled profile, m; 

z  number of milling cutters or milling 
heads 

 
 
 

2.5. THE ANALYSIS OF MECHANICAL CHARACTERISTICS 
OF FILAMENT BRUSH TOOL 

Sławomir Spadło 
 
 
So far the machining process using filamentary metal brushes in the shape of 

disks has been used in surface machining to remove corroded layers, to prepare 
metal surfaces to be galvanized, and to produce surfaces of high adhesion to be 
coated with paint, glue, etc. Recently the process has been developed to include 
operations such as removing sharp edges and burrs [78], flashes and bosses from 
machine parts made of alloys of non-ferrous metals, as well as cleaning welds.  
Using brushes with densely packed filaments made of hard steel broadens the range 
of uses to include the micro-milling of ordinary constructional steels of low hard-
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ness, which are machined with the tips of the filaments. To summarize, the typical 
uses of metal brush tools are limited to machining materials of a hardness lower 
than that of the material the filaments of the brush are made of. 

Using filaments made of abrasive-grain-filled polymers allows the brushes to be 
used to machine the surfaces of materials of high hardness. 

On analysis of the advantages of using brush filament tools the author suggests 
a new machining operation that combines mechanical, electrochemical, and electro-
erosive processes acting on the machined item [82, 87, 88]. 

Thanks to the synergetic effect, this type of hybrid machining makes the metal 
removal process more cost-effective. 

Soft machining parameters allow not only the removal of the excess material 
from large items of low stiffness but also the highly efficient volumetric machining 
of metals, alloys, and conductor-based composites. 

The numerous uses of brush electrodes result from their characteristics [81, 92]: 
– flexibility of individual filaments,  
– type, shape, and packing density of the filaments, 
– possibility of operation at various electrode deflection settings, 
– large contact zone of the tool and the machined item, 
– possibility of using the electrode until it is worn out, 
– large working area of the hot electrode allowing the machining of both flat 

and complex-shape items. 

Because of their construction brush electrodes are characterized by: 
– uniform distribution of the filaments, which helps to form a discrete struc-

ture suitable for maintaining stable conditions in the machining zone,  
– radial, axial, and tangential flexibility, which makes the filaments fit complex 

geometry surfaces easily thus permitting a uniform removal of surface layers 
without significantly changing the geometry of the machined part,  

– easy disposal of the erosion by products from the discharge zone,  
– suitability for automated operations. 

The use of brushing tools in an automation environment will necessitate a clear 
understanding of important brush performance characteristics such as forces. An 
understanding of such characteristics is important, as surface preparation processes 
require a detailed knowledge of interrelationships between productivity of machining 
and brush operating conditions [89, 92]. For example, it is recognized that electri-
cal discharges generated during electroerosion-mechanical processes are closely re-
lated to the mechanical characteristics of the filament [90]. 

2.5.1. STATICS INTERACTIONS AND KINEMATICS OF A SINGLE FILAMENT 
OF THE CIRCULAR BRUSH 

Since the elements of a disk brush tend to deform easily, the use of the brush in 
erosion mechanical machining changes the character of mechanical interactions with 
the machined surface in contrast to deformation-resistant electrodes. An increase in 
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the value of the pressure force at the filament tip as a function of displacement along 
the surface inevitably leads to a break in the anodic film and initiates discharges 
whose frequency can be determined, among others, by the vibrations of individual 
filaments of the electrode. 

The mechanics of the movement and filament wire interactions with the ma-
chined surface is very complex. The wire becomes deformed in a way that is diffi-
cult to analyse. It is caused by confounded boundary conditions which allow only 
an approximate solution to the equation of its motion. 

Only a tentative analysis of the interactions between the brush elements and the 
surface has been presented. 

Let us consider a tentative analysis of a filament load. The basic assumptions 
are [79, 80]: 

– inertial forces are neglected, 
– the filament tip moves along a rigid surface. 

Additionally, due to low packing density, interactions between individual wires 
are ignored. It is assumed that the filaments are placed radially from the hub centre 
and are restrained at the hub outside radius and obey Hooke’s law [83-86, 91]. 

The filaments are straight before they come into contact with the machined sur-
face. They are deflected perpendicularly to the axis of rotation, with the radial run-
out of the disks being ignored. 

Filament deflection is examined in a mobile reference system K   (Fig. 2.41) 
where  = () is its elastic deflection assuming that there is no influence of non-
dilatational strain. 
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Fig. 2.41. Geometry of a single filament deformation 

 
The differential equation of the bending line is: 

)]()([)(
)1( 2
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bFbFEI              (2.85) 
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where: EI – filament flexural rigidity, 

 dd /)('  , 
22'' /)(  dd , 

b 0 . 

The geometry of the examined problem produces the following relationships: 

sin/fh   
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We assume that: 

xy FF   

xFcF 1 , xFcF 2  

 cossin1 c  

 sincos2 c  

where: t0  ,  – coefficient of friction between the filament tip and the ma-
chined surface, ω0 – angular velocity of the brush. 

The function () should also satisfy the following condition: 

0)]([1
0

2    dl
b

         (2.86) 

It is very difficult to obtain numerical solutions for equation (2.85) with con-
straint (2.86). Analytical solutions can be obtained if the values of () are small 
enough to enable the linearization of the left-hand side of the equation (2.85). 

The details of the solution of equation (2.85) with initial conditions: 

0)0(    and   0)0('   

and with the assumption that the wire tip (for  = b) has point contact with the 
surface (then "(b) = 0)) have been presented below. 

We will examine a case of a single filament load under tentative conditions pre-
sented above. The deflection of the part is described in a mobile reference system 
K (Fig. 2.41). In that case  =() is its elastic deflection with the assumption 
that there is no influence of non-dilatational strain. 
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An approximate analytical solution can be obtained if we assume that the values 

of )('   are small enough to enable the linearization of the left-hand side of equa-
tion (2.85), which is the case where: 

1

l

al
 

Then we assume that: 
1)('   

Consequently, in place of equation (2.85) and (2.86) we can have 

  xFfCbCEI )()()()('
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3
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   (2.85a) 

  0)('
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 (2.86a) 

where: 
)(bf   

As a result of a subsequent approximation the above equations are replaced by: 

  xFfcbcEI )()('' 12    (2.87a) 

  bld
b

  2

0

)('
2

1
 (2.87b) 

 
Furthermore, we will consider solutions for equations (2.87) valid only if l-a is small. 

The first equation looks as follows: 

 
EI

F
ccfccdc x
 12122 )ctg(''   

and we assign: 

EI
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1
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so 

 2

1

22''
c

c
D                  (2.88) 

where: 

const)(
1

2

2 
c

hdcD


 (does not depend on  ) 

The solution to equation (2.88) with initial conditions:  

0)0(   and 0)0('   

and with the wire tip ( = b) having point contact with the surface (then "(b) = 0) is: 
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where: 

EI

Fc x)(12    

The problem is intractable because: 
– is unknown  (dependent on unknown Fx), 
– and b (dependent on h or f). 

We should require in (2.88) for  = b to be (b) = f = hsin, then we obtain: 
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Thus, after employing geometric relationships, we obtain the following equation: 
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Condition (2.88) will be satisfied after employing (2.89), so the equation is re-
written as: 
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we obtain: 

b
b
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Substituting (2.90) for (2.91) we obtain a transcendental equation with un-
knowns b. Only the lowest roots of the equation calculated as a function of  are 
physically feasible. These roots enable the value of  to be calculated. 

It applies to all the components of the interaction force, that is: 

1

2

c

EI
Fx


 , xy FF   

xFcF 1 , xFcF 2  

as well as the bending line for (). 

Figure 2.42 shows the relationship b as a function of  =0t and filament 
flexural rigidity – EI with the following parameters: l = 0.05 m, a = 0.04 m, r = 
0.02 m,  = 0.5. 
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Fig. 2.42. Graph of changes in parameter b as a function of the rotation angle and filament 
flexural rigidity – EI 
 

Graphs of the changes in the values of force components Fx, Fy, as a function of 
the rotation angle and filament flexural rigidity – EI have been presented in Figures 
2.43 and 2.44. 
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Fig. 2.43. The values of force component Fx, interaction with the surface as a function of rota-
tion angle  and filament flexural rigidity – EI 
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Fig. 2.44. The values of force component Fy, interaction with the surface as a function of rota-
tion angle  and filament flexural rigidity – EI 
 

Graphs of the changes in the values of force components F, F as a function of 
the rotation angle and filament flexural rigidity – EI have been presented in Figures 
2.45 and 2.46. 
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Fig. 2.45. The values of force component F, interaction with the surface as a function of rota-
tion angle  and filament flexural rigidity – EI 
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Fig. 2.46. The values of force component F, interaction with the surface as a function of rota-
tion angle  and filament flexural rigidity – EI 
 

The changes in the relationship F as a function of angle  = (t) have to be 
pointed out. At   116o the sign of the force is reversed. Consequently, the force 
causes the filament to straighten when it loses contact with the machined surface. 
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2.5.2. DYNAMICS OF A SINGLE FILAMENT OF A CIRCULAR BRUSH 

The equation of the motion of a filament with its mass taken into account can be 
shown by coordinates K  as an equation [79] describing relative motion. We 
assume that |(,t)|«1 and omit Coriolis inertial forces which are negligibly small in 
this case, to obtain: 
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It can be shown that when inertial forces are neglected the equation can be re-
written as (2.87a). Forces F and F are marked F1 and F1 respectively because 
these are not the same forces as in the previous expressions.  

Solutions have to be looked for with boundary conditions being: 
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In addition, the earlier mentioned geometric conditions have to be met as well 
as condition (2.86). This boundary-initial problem cannot be solved by conven-
tional methods. It is very hard to obtain even approximate numerical solutions for 
the equation. 

If we assume that the filaments maintain contact with the machined surface, the 
following condition is satisfied: 

  bld
b
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0

)('
2

1
    (2.94) 

It’s very hard to obtain even approximate solutions for the equation. 
This boundary-initial problem cannot be solved by conventional methods. 

Based on the solutions presented above, the Galerkin approximation was used. At 
=0t the last component of equation (2.92) disappears. 

Let’s assume that the first approximation is 

)()(),( tSYt       (2.95)  
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where: 
– value S(t) describes the shift of the filament tip towards axis  when is mul-

tiplied by Y(b), 
– the function of Y() has been chosen arbitrarily; it satisfies conditions  

Y(0) = 0 and Y’(0) = 0 and will be integrated using the variable limits of 0 – b(t). 

As a result, we obtain an ordinary differential equation containing variable coeffi-
cients because 

                                                  )()( tbbb    

         bYFtSbktSbm rr 1                  (2.96) 
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whose solution should satisfy condition (2.94). Consequently, we obtain a system 
of two equations with two unknowns S(t) and b(t). 

Figure 2.47 shows a numerical solution for the equation describing filament tip 
displacement along the machined surface as a function of angle  (being simulta-
neously a function of time  =0t) for A = 3.3910- 4 kg/m, that is: 
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Fig. 2.47. Graph of the dynamic displacement of the filament tip along the line of contact with 
the surface as a function of the rotation angle of the disk (t) 
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Equation (2.97a) can be rewritten as: 




 sin/)()(cos 0 bYtS
tg

r
Ry 


 , 

where: R – disk outside radius,  – applied filament radial deflection value. 

The figure shows that the movement of the filament along the machined surface 
is not monotonic. It demonstrates that the influence of the filament dynamics on its 
load can be quite considerable. The paper offers only a brief outline of the problem 
which requires further research. 
 

The present study shows that: 

1. Lower packing densities of filament wires diminish the effect of mutual fila-
ment support, thus making the brush more deformation-prone. It makes it possi-
ble to adjust the deflection () parameter within a wider range of settings, with 
the disk retaining its original size.  

2. The pressure force the filament tip exerts on the surface along the displacement 
path increases in a non-linear manner, with its value suddenly dropping towards 
the end of the displacement path. 

3. Upon analysis of the differential equation of a single filament displacement path 
it can be stated that: 
– changes of the force of the filament interactions with the surface are directly 

proportional to the changes of the filament stiffness, thus a solution for (EI)1 
is also applicable to (EI)2, 

– the shapes of the bending line are identical if for a given position of a work-
part (specified by angle ) the values of interaction forces (F()i) are pro-
portional to the corresponding stiffness values of the elements (EI)i. 

 
 
 

2.6. ELECTRO SPARK DEPOSITION  
AND LASER TECHNOLOGY IN SURFACE ENGINEERING 

Norbert Radek 
 
 

The life of many machine parts can be significantly extended by enhancing the 
tribological properties of the surfaces. Better durability of surfaces can be achieved 
by coatings of appropriate materials. Coatings with various desired properties have 
been already developed and are already widely used with great economical bene-
fits. The technologies that have been developed for this purpose are referred to as 
Surface Engineering. 

There is an ever increasing requirement for low cost coatings with high quality 
tribological properties of its surfaces for wider applications with combined re-
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quirements. Examples are machine elements subjected to sever conditions, such as 
friction and wear, corrosion, or exposure to high temperature. For example, coatings 
of shafts of rotating machinery have combined requirements. There is a need to 
increase the hardness of the surfaces rotating inside the bearings to resist wear, and 
increase the load capacity of the surface, while the core of the shaft must retain its 
original plasticity, in order to prevent failure due to brittle cracking under the im-
pact forces in operating machinery. In addition, the coating must have good bonding 
to the substrate material of the machine element in order to avoid undesired peeling 
(delamination). It has been already realized that heterogeneous surfaces, are advan-
tageous for such combined requirements. They are designed to have the desired 
distribution of composition and gradients of various properties, such as microhard-
ness, along the thin width of the coating.  

There are many methods for surface coatings such as electroplating, plasma 
spraying. Very thin layers can be deposited by vapor deposition. Various surface 
treatment techniques have been developed to improve the desired properties of the 
deposited layers, based on the substrate material. One important low cost method is 
the electro-spark deposition (ESD), which has been recognized and widely applied 
as an economically effective surface coating [93-95]. It is already widely used 
process for its expedient way of achieving the desired properties of surfaces. ESD 
has been known by several other terms such as spark hardening, electric spark 
toughening, and electro-spark alloying.  

Electro-spark coatings are widely used to increase surface hardness for wear resis-
tance [96, 97]. It includes important applications such as artificial implants, or cutting 
tool inserts [98]. It is used to protect components operating at high temperature, such 
as in nuclear reactors, combustion chambers, and turbine engines [99]. In addition, it 
is widely used to rebuild worn or corroded components, such as shafts in machines, 
ship propeller components, casting moulds and exhaust system. The coatings can be 
deposited using low cost, manually operated equipment, or robotized systems.  

There is continuous effort to improve the properties of electro-spark deposited 
coatings. One method is laser treatment where a laser beam is used for surface 
polishing, surface geometry formation, surface sealing or for homogenizing the 
chemical composition of the coatings deposited [95, 100-102]. 

In this study, it is shown that if the process is properly applied, the advantages 
of laser-treated electro-spark coatings can include further improvements in the 
following directions: 

 lower roughness, 
 lower porosity, 
 better adhesion to the substrate, 
 higher wear and seizure resistance, 
 higher fatigue strength due to the occurrence of compressive stresses on the 

surface, and 
 higher resistance to corrosion. 
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ESD is a pulsed-spark micro-welding process which utilizes high-current electri-
cal pulses with duration of 10-4 to 10-8 second to deposit an electrode material on a 
metallic substrate so as to produce an exceptionally fine-grained, homogeneous and 
metallurgically-bonded surface coating to the selected substrate while keeping the 
base bulk material with its original mechanical properties [94, 96, 97, 103]. Liberated 
energy, as a result of spark, leads to an extremely high temperature causing fusion 
and vaporization of electrode and substrate materials and producing a desired surface 
coating. These momentary heating-cooling impulses in periodical sequence are pro-
ducing deep physical-chemical transformation in the surface of substrate. Intense 
spark heating produces extremely steep temperature gradients in the substrate’s sur-
face and results in extremely rapid quenching of micro volumes of the surface mate-
rials leading to the formation of an extraordinary fine grained microstructure, and/or 
amorphous structured coatings. 

ESD technology also provides a low heat input and distortion free substrate; 
could be applicable to complex shapes for nearly all metals and ceramics; could 
form different surface alloys of high performance, can tailor desired surface proper-
ties independently from the bulk properties; nearly any cermets or alloys can be 
deposited; no needs for special chambers and areas with controlled atmosphere; 
equipment available from portable and inexpensive devices to fully automatic and 
computer controlled workstation.  

Two stage deposition techniques, namely a rough and fast deposition followed 
by a fine deposition at normal speed usually are applied in order to achieve designed 
thickness and satisfied surface finish while keeping less heat affection on the sub-
strate. Starting from 1970’s, with the development of ESD low cost equipment and 
increased understanding of the process mechanism, different type of coatings have 
been applied to meet rigorous demands of performance and consistency, However 
ESD’s process capability, various surface properties produced by the process, deposi-
tion mechanism, obtained microstructure, and bonding mechanism of deposited layers 
to the substrate are beyond thorough understanding.  

As mentioned above, there is a need for further development to achieve com-
bined properties. Many applications required better adhesion of ESD layer to the 
substrate, combined with better wear and corrosion resistance. Considerable im-
provement has been achieved by introduction of heterogeneous approach [104, 
105]. It means, producing multilayer coatings, such as high adhesion of the low-
melted bottom layer, combined with high abrasion resistance of the top layer con-
taining carbides. If the deposition procedure of multilayer coatings is determined 
properly, surface roughness can be considerably decreased. 

Currently, researchers suggest that this second treatment is insufficient and should 
be accompanied by next following finish treatment capable to produce extremely 
steep temperature gradients in the very substrate’s surface in order to make so-called 
heterogeneous surfaces [106]. Heterogeneous surface is formed in selective areas 
having different microfinish, physico-mechanical or physico-chemical properties. 
This surface could be produced by applying more than one technology, or by combi-
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nation of ESD and electron-beam machining, laser-beam forming or thermo chemi-
cal treatment [107, 108]. Any post ESD processing provides local selective heating 
and quenching and consequently, because of local alloying, diversified hardness and 
surface finish. Properly developed heterogeneous surface could be wear, corrosion or 
fatigue resistant. Surface with diversified micro geometry and surface finishing could 
provide required or desired load carrying ability.  

For distance, an obtained cavity after laser erosion will form alloyed crater with 
edges having high mechanical properties. These edges after meeting a counter part 
during rubbing, depending on craters density on the surface will accept the main 
load while a crater’s valleys will collect all produced debris developed during fric-
tion. This effect should, in turn, change the content of lubricants, reduce the fric-
tion, friction coefficient and will improve the wear resistance. 

The goal of this paper is to investigate the heterogeneous wear resistant surfaces 
produced by ESD coating with post finishing by laser treatment. In order to achieve 
this goal the following objectives are met: selection of substrate-coating couple, de-
sign of surface treatment sequence; selection of process parameters; investigation of 
obtained surface topography, surface finish, microstructure, distribution of applied 
coated elements along the coating depth and micro-mechanical properties in order to 
make further understanding of the mechanism and metallurgical essence of the ap-
plied coating as well as equipment performance. 

2.6.1. METHODOLOGY 

In this research Cu-Mo coating were deposited on a low carbon content steel 
(AISI 1045) substrate. This type of coatings was selected because of it high wear 
resistance in various applications where a functional surface should posses, in addi-
tion, high heat, fatigue, thermal shock and delaminating resistance. 

The selected coatings were applied just in the atmosphere air, using an electro-
spark deposition of 1 mm diameter wires of Cu-Mo alloy (50% and 50%, respec-
tively). The electro spark deposition used is a modernized device (ELFA-541) that 
operated as listed below.  

 current intensity I = 16 A, 
 feeding rate V = 0.5 mm/s; 0.65 mm/s, 
 electrode head speed n = 4200 rpm, 
 number of coating passes L = 2, 
 condenser capacity C = 0.47 μF, 
 “make” duration Ti = 8 μs, 
 “break”duration Tp = 32 μs, 
 frequency f = 25 kHz. 

The produced heterogeneous coatings were eroded by laser beam after the elec-
tro spark deposition. The laser surface treatment was performed by an Nd:YAG 
laser (impulse mode), model BLS 720, and operating in the pulse mode under the 
following conditions: 
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 laser spot diameter, d = 0.462-0.739 mm, 
 laser power, P = 10-150 W, 
 beam shift rate, V = 1200 mm/min, 
 nozzle-sample distance, h = 1 mm, 
 pulse duration, ti = 0.8 ms, 1.2 ms, 1.48 ms, 1.8 ms, 5.5 ms, 8 ms, 
 frequency, f = 8 Hz. 

A typical methodology used for surface analysis was established by using opti-
cal image analyzer, scanning electron microscopy SEM with energy dispersive 
spectrometer (EDXA), Vickers microhardness tester, and computer controlled sur-
foanalyzer with computer data acquisition. This equipment was used to measure 
the surface finishing as well as other mechanical properties of the applied coating 
on the outer surface and properties distribution inside the coating. All metallographic 
examinations were carried out on samples polished and etched by Nitol.  

The Vickers microhardness tests, along the depth cross section of all zones, as 
shown in Figure 2.53, used 40 g load, while for crater cavity cross section, 100 g 
load was applied (Fig. 2.54).  

2.6.2. RESULTS AND DISCUSSION 

Surface topography of produced by ESD and followed by laser spot treatment 
specimens is shown on Figure 2.48. Coated substrate by ESD has a matt appearance 
with “small craters” due to local roughening by individual sparks. Noticeable fea-
tures are pores and erosion pits on the surface, in particular for EDS treated surface 
at 0.5 mm/sec EDS applicator speed, as shown in Figure 2.48a. Surface roughness 
was measured by using a group of parameters: Ra, Rz, Rq, Ry, Rsk and tp. Some 
parameters, such as Ra and Rz have been increased by the ESD over 10 times in 
comparison with the original surface. 

Here, 
Ra = roughness average 
Rz = average maximum height of the profile 
Rq = root mean square roughness 
Ry = maximum height of the profile 
Rsk = skewness 
tp = bearing length ratio 
However, comparison of the bearing length ratio, tp (Fig. 2.49, curve B) shows 

that the surface of Sample 1 (for head applicator speed of 0.5 mm/sec) produces less 
porosity and surface skewness, indicating that this surface will be able to provide 
higher load carrying capacity and improved wear resistance may be expected. 
However, unlike sample 1, the outer surface of Sample 2, curve C (head applicator 
speed 0.65 mm/sec) indicates higher outer surface roughness with sharp and long 
asperities, and increased wear, and lower bearing load carrying capacity is expected. 
Surface roughness results for various ESD treatments are summarized in Table 2.3. 
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Fig. 2.48. Surface topography produced by 
ESD and laser treatment (x50): a) EDS 
treated surface at 0.5 mm/sec applicator 
speed (Sample 1); b), c) laser treated surface 
with craters of Sample 1: (b) 20 W; (c) 100 W 

Fig. 2.49. Bearing length ratio for differently 
treated surfaces by ESD: A – just machined 
substrate; B – ESD coating with head applica-
tor speed 0.5 mm/sec; C – ESD coating with 
head applicator speed 0.65 mm/sec 

 

Table 2.3. Surface roughness parameters 

Specimens 
Ra, 
m 

Rq, 
m 

Rz, 
m 

Ry,  
m 

Rsk 

Original as machined surface – curve A 0.36 0.45 2.28 1.25 -0.58 

ESD treated surface, Fig. 2.48a, Sample 1 – curve B 3.01 4.07 23.84 23.99 -0.61 

ESD treated surface, Sample 2 – curve C 3.90 4.92 30.35 30.88 -0.54 

 
A 3D macrogeometry of the developed heterogeneous surface eroded by the la-

ser craters for the used specimens with build in 2-D crater cross section A-A (Fig. 
2.48c) is shown on Figure 2.50a, b.  

 
a)                                                                       b) 

     
Fig. 2.50. Macrogeometry and cross section of eroded by laser crater: a) 3D crater topogra-
phy; b) A-A cross section on Figure 2.48c 
 
As can be concluded from these built graphs crater edges are sharp and are ad-
vanced up to 0.03 mm above an average height, just treated by ESD surface, what 
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is within a range of tolerances for designed clearance fit. The average size of the 
crater shown on Figure 2.48c produced by laser power 100 W has diameter about 
0.7 mm and the total depth about 0.06 mm. The crater is going below so-called 
“ground zero level” by down to 0.030 mm.  

For instant, crater displayed on Figure 2.48b, produced by laser power 20 W has 
diameter about 0.05 mm and depth of 0.015 mm. Produced crater profile (picks and 
valleys) and also order of craters location, depending on the required or desired 
surface performance, could be controlled and adjusted to acceptable level. As can 
be seen from Figure 2.51, relationship of the eroded cavity diameters and related 
cavity depth mainly depends on the laser power and pulse duration.  
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Fig. 2.51. Relation of laser craters depth and laser power 

 
As shown in the Figure 2.52, the general feature of ESD coating is a two-zone mi-

crostructure made of a fusion and substrate zones. Interface of these zones has a thin 
heat affected lamella (HAZ). Top outmost surface of the fusion zone has a white la-
mella. The fusion zone is resistant to etching and appears dark, featureless while sub-
strate zone is slightly etched and appears lighter showing modified structures with 
respect to bulk material. Figure 2.52a shows a microstructure and EDXA profiles of a 
deposited by ESD Cu-Mo coating. In this specimen the fusion zone is divided into 
three main layers. Cracking can be observed from these microstructures. Cracking 
exists along the first white lamella while new formed alloyed phases with microcracks 
are along the second lamella penetrated into the substrate zone. Cracking occurs be-
cause of solidification due to tensile stresses resulting from differential expansion in 
the steep thermal gradients associated with the ESD treatment. These developed ten-
sile stresses at the presence of stress raisers in microstructure produce cracking of non 
ductile deposited layers. Considering Mo and Cu high concentration in the top fusion 
zone (Fig. 2.52a) and eutectic formation in microvolumes of alloyed substrate during 
solidification could be also a good reason for cracking in macro volumes of deposited 
coatings. Cracking starts mainly because of forming new alloyed phases having limited 
solubility. These phases are brittle and in tension environment they initiate cracks.  
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Fig. 2.52. Micrographs and concentration distribution of elements by EDXA detection along 
electron beam path: a) distribution of tested elements for ESD sample 1 (x5000); b) distribution 
of tested elements for laser-eroded sample 1 (x1000) 

 
The outmost layer (~8 m thick) approximates to the composition of the elec-

trode materials where beyond this layer concentration of Cu and Mo drops sharply 
following along with gradual decrease of C and increase of Fe. Such gradient tran-
sition of C and Fe indicating on diffusion effect considered to be negligible in ESD 
treatment. The whole distribution of elements: C, Fe, Mo, and Cu along 27-30 m 
depth are observed on Figure 2.52a. 

The bottom layer of the fusion zone in interface with substrate (~7 m thick) or 
the HAZ zone has nearly the same composition as the substrate bulk material. This 
layer is produced by just substrate components because coating components do not 
get into the bulk of this layer due to exceptionally short heating duration and rapid 
solidification. Its high resistance to etching indicates on extremely fine grains 
structure or even amorphous nature.  

On scrutiny, the fusion line made of merging co-grains indicates on a good 
bonding effect. The compositional homogeneity across the fusion line contributes a 
lot to the good bonding. The bottom part of the specimens has developed columnar 
microstructure because of powerful diffusion flux through grain boundaries during 
ESD heating. This zone at a depth of ~10-12 m seems really homogeneous and 
extends continuously over the substrate. 
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The specific characteristics of each ESD coating are quite different depending 
upon the materials system, environment media, manipulating methods, process 
parameters and control.  

The post finished specimen by laser erosion, as shown in Figure 2.52b, has also 
a two-zone structure made of a fusion and substrate zones divided into three charac-
teristic layers. The outmost layer (~7 m thick) is made of dark white edged block 
layer similar to that of electrode materials. This layer without visible porosity is 
forming a homogeneous layer of the heterogeneous surface with white almost fea-
tureless, not etched edges of extreme properties. Concentration distribution of all 
controlled elements in this layer is almost maximum. This zone seems really ho-
mogeneous and extends continuously over the substrate. Interface between sub-
strate and this homogeneous layer represents the HAZ zone (~40 m thick) and 
inherited visible extra-large pores and micro cracks and divides the fusion zone and 
substrate providing sufficiently good bonding with fusion zone. The heat input into 
substrate because of extremely short spark life duration and small volumes of de-
posited melting pools is not significant. This fact brings to lower level of cracks 
development during coating and solidification. Porosity occurs because of insuffi-
cient overlapping of ESD traces and laser eroded spots produced during side by 
side deposit during reciprocated vibration of the electrode in basic and finish coating. 
At the same time, porosity can appear at interface between substrate and deposited 
layers if the deposited layers consisted of electrode materials have a significantly 
different melting points then a substrate material. In this case solidification started 
at the surface of melted pool will finish at interface or on substrate surface when 
substrate material is still in liquid state. 

The bottom part of this specimen about 50 m has developed columnar micro-
structure which could be resulted by powerful diffusion flux occurred through 
grain boundaries during post finishing by laser strike erosion. Its EDXA profiles 
have steps of concentration followed by distribution gradients to the bulk material, 
indicating clearly the diffusion effect and formation of new alloy phases.  

Comparison of two types of the developed surfaces indicates on much thicker 
coatings produced in heterogeneous version. Fusion zone in Figure 2.52b representing 
remelted zone produced by laser strike of ESD coating became about 3 times thicker, 
homogeneous crack free structure carrying much higher hardness readings. Overall, 
these produced layers are shown desirable features like homogeneous appearance, 
big thickness and transition gradients of components. Therefore good surface per-
formance can be expected. Porosity can be eliminated by proper planning of deposi-
tion process and selection of deposited electrode material together with reliable process 
parameters. Process of coating by ESD and post finishing by laser can be fully auto-
mated it is why reproducibility of obtained coating is very high.  

The microhardness test results concerning the Cu-Mo coating before and after 
laser treatment is presented in Figure 2.53. After the indentation was made on me- 
tallographic specimens parallel in three zones: the coating, the remelted coating, and 
the heat affected zone. The original material was also tested. The electro-spark depo-
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sition process caused some changes in the material. Laser treatment had a favorable 
effect on the changes in the microhardness of the electro-spark deposited coatings. 

 

 
Fig. 2.53. Microhardness distribution along all zones for ESD and ESD plus laser eroded specimens 

 
In Figure 2.54, a microhardness-profile is shown along the depth of obtained cra-

ters measured across the cross section shown on Figure 2.48c.  
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Fig. 2.54. Microhardness distribution along crater cross section 

 
The surface of this cross section was treated by ESD and then post finished by laser 
erosion. Its microhardness profile reveals distribution of properties from the fusion 
zone into the bulk materials. It is shown that there is a soft region in the bottom valley 
of the fusion zone while a big increase is achieved across a fusion line. Since the 
samples were deposited by a two-stage process, the softening effect can be caused by 
insufficient alloying and reheat affection. This saying is confirmed already by the 
microstructural examination which shows very limited penetration of alloy compo-
nents into the bottom fused layer. The thermal cracks presence, due to rapid solidifi-
cation, could increase their contributions toward the low hardness values. The micro-
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hardness profile shows gradient transition from outmost surface to the bulk materials 
while the variation in the outmost layer reveals the non-uniformity and the existence 
of micro cracks. The highest hardness value of about 800 HV achieved for the melted 
zone during the laser process is due to the fast quenching effect of highly alloyed 
surface. By comparison, surface softening effect near the bottom of the fusion line is 
achieved due to a milder extent so that better bonding can be expected. 

Moreover, the microhardness values above the fusion lines present less variation 
corresponding to the concentration distribution in the EDXA profiles. Therefore, the 
formation of compounds and effect of diffusion can be confirmed. Measured average 
microhardness of the craters tips of about 800 HV, HAZ zone about 650 HV and 
substrate of 300 HV shows that the hardness of the working surface could be al-
most tripled by preparation of the heterogeneous surface.  

 
The present study shows that: 

The present study shows that a significant improvement of the tribological 
properties of heterogeneous surfaces can be achieved by an appropriate laser treat-
ment. Detailed outcomes of the present study are summarized as follows:  
1. Heterogeneous surface is made by ESD coating and post finished selectively by 

laser erosion. 
2. Developed surface has fusion and substrate structural zones. The fusion zone 

presents of great interest and comprises of three layers. The outmost layer 
approaches quenched like structure and exhibit homogeneity and high micro 
hardness readings. 

3. The middle layer shows the transition gradients of composition and properties 
with formation of certain new phases or compounds in some material systems, 
and can be taken as a major transitional layer due to alloying and diffusion. 

4. The bottom layer is made of fused but non-alloyed bulk region and may include 
diffusion region at the upper part of the layer. The heat-affected zone is thin and 
seems friendly. 

5. ESD surface achieves a metallurgically bonded coating of high bonding strength. 
It can be of good resistance to wear and corrosion or have other properties de-
pending upon material systems applied. 

6. Surface alloying predominates ESD process while reactive diffusion plays roles 
especially in the fusing state. 

7. Microcracking and porosity seem inherent to ESD process. But they can be 
minimized through optimization of process parameters, process control and 
appropriate selection of electrode material. Porosity produced when insufficient 
overlapping is occurred during side by side layoff deposit during basic or 
finished coatings. 

8. ESD surface produces better fullness and skewness indicating that this surface 
will be able to provide higher load carrying capacity and better wear resistance 
may be expected. 
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9. Electrode melting rate and produced alloy solidification rate should be kept 
under control in order to achieve large volumes of deposited coating layers and 
lowered heat impact on the substrate. 

10. Air does not seem to be a very friendly atmosphere for ESD process due to the 
consequent oxidation which is usually unwelcome for many material systems. 

11. ESD process using multi-tool headers for increased productivity shows good 
reproducibility and quality, can be completely automatic or used with or com-
puter controlled. 

12. Laser treatment of ESD coatings resulting in crater formation made the surface 
stronger and more resistant to wear. 

13. Surface topography examination suggests that in order to obtain desired sur-
face roughness additional research should be done to define some influence of 
material systems, manipulation method, process parameters and control as the 
main factors in determining the surface features. 

 
 
 

2.7. TRIBOLOGICAL PROPERTIES OF PLASMA  
AND HVOF SPRAYED COMPOSITE COATINGS 

Wojciech Żórawski 
 
 
Nowadays most machines require applying liquid lubricants on interacting sur-

faces, which allow us to achieve extremely favorable operating conditions in a fric-
tion pair. This assures long life and reliability of machine parts. It is often necessary, 
however, to employ a suitable lubrication system with seals and heat exchangers, 
which reduce the system reliability and increase its weight. Furthermore, it is essen-
tial to control the quality and quantity of the lubricant, and, as a result, occasionally, 
refill it. If the system fails to operate properly, excessive use of the lubricant may 
lead to a machine break-down. Moreover, liquid lubricants cannot be used under 
extreme operating conditions, e.g. high temperature, vacuum, very high unit pressure 
or aggressive medium [109].  

The above-mentioned drawbacks do not occur if solid lubricants are applied. 
They are highly desirable whenever liquid lubricants cannot be used, e.g. in the 
electronic, food or textile industries. A friction pair with a solid lubricant requires 
no maintenance. Solid lubricants are also recommended in equipment operating 
under difficult conditions where access is limited, for instance, in orbiting stations. 
Of great significance is the ecological aspect too, as liquid lubricants may cause 
contamination of the environment.  

There are two groups of methods for applying a solid lubricant into a sliding 
pair. Group One involves depositing a coating, for instance, by rubbing, pasting or 
varnishing the surfaces in contact, or applying the CVD, PVD or laser techniques 
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2-5. The life of a deposited coating depends on the method of deposition and the 
operating conditions. As soon as the coating is worn out, it is necessary to reapply 
it, which may be a little troublesome.  

Group Two includes applying composite materials with a matrix containing a 
solid lubricant. This can be achieved by sintering or thermal spray 6-12. The main 
advantage of such a solution is the constant presence of a solid lubricant at the inter-
face. The amount of the lubricant evenly spread in the matrix material has a signifi-
cant influence on the tribological properties of the coating. This is related to the 
process of formation of a stable film, which will not take place if the composite con-
tains an insufficient amount of a solid lubricant 13. Too much of it, on the other 
hand, may cause an increase in the coefficient of friction, a considerable decrease in 
the mechanical properties and a shorter life of the composite. 

The aim of this work is to study the microstructure and coefficient of friction of 
plasma and HVOF thermally sprayed composite coatings with an NiCrBSi matrix 
and Fe2O3 as a solid lubricant.  

2.7.1. EXPERIMENTAL INVESTIGATION 

The NiCrBSi powder produced by AMIL GmbH denoted by 1060.0 (Fig. 2.55a) 
with the following chemical composition (%) Ni – 70.51, Cr – 17.8, B – 3.1, Si – 4.2, 
Fe – 3.4, C – 0.85, O2 – 0.14 was selected to constitute the composite matrix. From 
Figure 2.55a it can be seen that the particles are spherically shaped, which is 
characteristic of highly alloyed nickel based powders to be obtained by a gaseous 
spray method. Coatings produced from powders with such chemistry by remelting 
or plasma or HVOF thermal spray possess high resistance to wear, hence their wide 
application. NiCrBSi powders are deposited separately or as ingredients of blends. 
The presence of boron and carbon improves coating hardness, and this results from 
the formation of chromium, boron or iron carbides, as well as hard metallic com-
pounds of boron and chromium in the alloy. 

 

 
b) a) 

 
Fig. 2.55. Morphology of grains: a) NiCrBSi, b) Fe2O3 
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In an NiCrBSi/Fe2O3 composite coatings, iron oxide becomes the lubricant, as it 
possesses the desired properties i.e. a hexagonal crystal structure. For the testing 
purposes was employed purified iron oxide normally used as a chemical reagent with 
tiny, flaky, yet enhanced particles (Fig. 2.55b). The structure promotes agglomera-
tion of particles, which makes it difficult to feed the powder to a spray gun. 

The examination of the particle size distribution was carried out by means of the 
Sympatec GmbH HELOS laser analyzer (Fig. 2.56a, 2.56b).  
 

a) 

 

b) 

 
Fig. 2.56. Particle size distribution: a) NiCrBSi, b) Fe2O3 

Plasma spraying belongs to semi-molten state surface coating techniques and 
basically consists of the injection of selected powders into a direct current plasma 
jet, where they are molten, accelerated and directed onto the substrate surface. The 
coatings are actually splats of molten droplets instantly solidified on the substrate 
surface because of its lower temperature. The principles of plasma spraying are 
shown in Figure 2.57.  

During the process of supersonic (HVOF – High Velocity Oxy-Fuel Flame) 
spraying a material is discharged to form a coating by means of a special gun (Fig. 
2.58). The fuel and oxygen burnt inside the gun produce a hot gas stream, the energy 
of which makes it possible for the material particles to travel with a high velocity of 
about 2.100 m/s, one that is unavailable in other technologies of thermal spraying.  
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Fig. 2.57. Plasma spraying principles: 1 – anode, 2 – insulation, 3 – center section, 4 – rear sec-
tion, 5 – cathode, 6 – plasma gas, 7 – water cooling, 8 – powder, 9 – electrical arc, 10 – plasma 
jet, 11 – coating, 12 – workpiece, 13 – generator 

 

 
Fig. 2.58. Schematic diagram of the Diamond Jet gun 

 
The plasma spray process was carried out with the Plancer PN-120 gun 

equipped with the Thermal Miller 1264 powder feeder. The plasma generated for 
plasma spraying incorporated a mixture of argon (primary plasma gas) and hydro-
gen (secondary plasma gas), the latter constituting 7%. The plasma spray parame-
ters are given in Table 2.4. The HVOF thermal spray process was performed using 
the Sulcer Metco Diamond Jet gun supplied with propane and oxygen. The HVOF 
spray parameters are shown in Table 2.5. 
 
Table 2.4. Plasma spraying parameters                  Table 2.5. HVOF spraying parameters 

Parameter Value  Parameter Value 

Current, A 550  Oxygen flow, Nl/min 265 

Voltage, V 55  Propane flow, Nl/min 74 

Plasma gas pressure, MPa 0.7  Air flow, Nl/min 374 

Spraying distance, mm 100  Spraying distance, mm 150 

Powder feeding rate, g/min 28  Powder feeding rate, g/min 94 
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For the metallographic examination, the coatings were deposited on thin flat 
samples in low-carbon steel with dimensions of 50x25x5 mm, whereas for the tri-
bological test the coatings were deposited on ring-shaped samples in low-carbon 
steel with dimensions of 46mm x 25mm x 6 mm. Before the spray, the substrate 
had to be degreased and grit blasted with electrocorundum EB-12 at a pressure of 
0.5 MPa. The height of the coatings after grinding was 0.3 mm. 

The structure and the chemical composition of the coatings were analyzed by 
means of the JSM-5400 scanning microscope equipped with the ISIS 300 Oxford 
(EDS) microprobe. The phase composition of the powders and the coatings was 
determined with the Bruker D-8 Advance diffractometer.  

The T-01 M ball-on-disc type tester was used to determine the coefficient of fric-
tion for the NiCrBSi and Fe2O3 plasma and HVOF sprayed coatings. The schematic 
diagram of the tester operation is presented in Figure 2.59. The ball in bearing steel 
ŁH 15 had a diameter of ¼’’. The testing involved applying a computer to aid in 
registering and controlling the action of the friction force in the function of time.  

The parameters for the T-01M tester were as follows: 
– load Q = 4.9 N, 
– linear velocity v = 1 m/s, 
– test duration t = 1 h. 

 
Fig. 2.59. Principle of operating of the tribological tester T-01 (ball-on-disc type) 

2.7.2. RESULTS AND DISCUSSION 

Plasma sprayed NiCrBSi + 50%vol. Fe2O3 composite coatings have visible 
oxide strips between the highly deformed lamellae (the dark phases in Fig. 
2.60a), as is the case of alloy powder spray coatings containing no iron oxide. 
The linear analysis (Fig. 2.60c) showed that the amount of iron and oxygen in the 
coatings had increased while the amount of the other constituents had decreased. 
The dark phase is identified with iron oxide. An increased amount of iron and oxy-
gen can be observed also in the thin oxide films, which testifies that iron oxide is 
predominant there. The local analysis of this phase shows that there is a great 
number of peaks of iron and oxygen. The other alloying constituents are present in 
the dark phase, yet the number of their peaks is negligible. The local analysis of the 
white phase, on the other hand, shows an increased amount of nickel and the other 
constituents of the NiCrBSi powder. Studying the coating images and their chemi-
cal composition, one can easily discover that by plasma spraying of the NiCrBSi + 
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50%vol. Fe2O3 mixture we obtain a composite coating. The matrix produced by 
spraying metallic powder contains iron oxide occurring in the form of lamellae, 
which vary in height. HVOF NiCrBSi + 50%vol. Fe2O3 composite coatings have 
hardly visible short oxide strips between slightly deformed lamellae (Fig. 2.60b), as 
is the case of spraying of pure alloy powder. Between the lamellae we report a 
large area of the dark phase. The linear analysis shows (Fig. 2.60d) that there is a 
considerable increase in the amount of iron and oxygen, and, at the same time, a 
significant decrease in the amount of nickel, chromium and silicon. From that 
analysis as well as a local analysis it is clear that this is iron oxide. The dark phase 
on the left, however, shows no increase in the amount of iron or oxygen, yet there 
is a considerable decrease in the amount of the other constituents of the NiCrBSi 
powder. The changes in the component intensity confirm the occurrence of pores. 
The local analysis of the white phase proves a greater intensity of the peaks of 
nickel than in the case of a plasma sprayed coating. The changes in the element 
level are less varied, which is illustrated by iron. This implies less intensive phase 
transitions of the NiCrBSi powder during the HVOF spray process. Due to high 
particle velocity and different particle sizes, the Fe2O3 content in an HVOF coating 
can be lower than that in a plasma sprayed coating. 

 
 

d)c) 

b)a) 

 
Fig. 2.60. Microstructure of: a) plasma sprayed NiCrBSi + 50%vol. Fe2O3 coating, b) HVOF 
sprayed NiCrBSi + 50%vol. Fe2O3 coating, c) linear analysis of plasma sprayed NiCrBSi + 
50%vol. Fe2O3 coating, d) linear analysis HVOF sprayed NiCrBSi + 50%vol Fe2O3 coating 
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The phase composition of the NiCrBSi, Fe2O3, and NiCrBSi + 50%vol. Fe2O3 
powders and of the coatings produced from them was thoroughly analyzed (Table 
2.6) in order to identify all the changes and differences resulting from the applied 
thermal spray process and the percentage of composite ingredients. The fundamental 
phase in the NiCrBSi powder and the NiCrBSi thermal spray coatings was nickel, 
due to high nickel content, i.e. 70.51%. After identifying displaced high-angle 
diffraction lines, one can assume that they are represented by the nickel lattice 
based solid solution phase. The other components include hard crystals of borides 
and silicides, of which only the Ni2B phase is present in all the lamellae. These 
phases impart good wear resistance properties of the coatings.  

 
Table 2.6. Phase composition of powders and sprayed coatings 

Material Spraying Phase composition 

Powder NiCrBSi 
without 
spraying 

Ni(Me), Cr3Si, Ni31Si12, Ni2B, Cr5B3, CrB 

Coating NiCrBSi PLASMA Ni(Me), Ni31Si12, Fe2O3 – maghemit, Ni2B, 

Coating NiCrBSi HVOF Ni(Me), Cr3Si, Ni31Si12, Ni2B,Cr5B3, CrB, 

Powder Fe2O3 
without  
spraying 

Fe2O3 – hematite 

Coating Fe2O3 PLASMA Fe, Fe3O4, Fe2O3 – hematite 

Coating Fe2O3 HVOF Fe3O4, Fe2O3 – hematite 

Coating NiCrBSi 
+ 50% obj. Fe2O3 

PLASMA 
Ni(Me), FeNi, Ni2B, Cr3Si, Ni16Cr6Si7, Cr5B3, 
Cr3Si, CrB2, Ni2O3, Fe2B,Fe3O4, Fe2O3 – maghenite 

Coating NiCrBSi  
+ 50% obj. Fe2O3 

HVOF 
Ni(Me), FeNi, CrB, Ni2B, Cr5B3, , B4Si, Ni3Si 
Fe3O4, Fe2O3 – hematite, maghenite 

 
In the case of plasma sprayed NiCrBSi coatings, the Cr3Si, Cr5B3 or CrB phases 

were not identified. HVOF thermally sprayed NiCrBSi coatings showed no 
changes in the phase composition compared with that of the powder. Identical 
types of phases and negligible changes in their relative contents were reported in 
both diffraction patterns. The influence of temperature on the phase composition of 
the coating material is most visible for Fe2O3, which was identified as hematite. 
From a considerable difference in the intensity of all peaks of hematite in the pow-
der and the deposited coatings it is clear that, in the spray stream, hematite is trans-
formed into magnetite, the latter not present in the powder material. Since the 
peaks of hematite are very low, it is found that its presence in the deposited coating 
is negligible. A lower temperature HVOF stream causes only a partial transforma-
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tion of hematite into magnetite. The number of magnetite peaks in an HVOF coating 
is much smaller than in a plasma sprayed coating, thus we can conclude that its 
content is very low. In both plasma and HVOF sprayed NiCrBSi + 50%vol. Fe2O3 
coatings, there is a new, FeNi, phase, which was not present in the analyzed lamellae. 
This is a result of the reaction of nickel with iron from iron oxide. The other phases 
in the coatings applied by both methods are Ni2B and Cr5B3. By comparing their 
relative intensity, we see that the FeNi phase is greater in the HVOF coating. The 
plasma coating, on the other hand, contains greater Ni2B and Cr5B3 phases, the new 
phases of Cr3Si, CrB2, Ni2O3, and Fe2B, as well as magnetite, Fe3O4, and of 
maghenite, the latter not reported in the Fe2O3 powder. 

The diffractometry shows that the HVOF thermally sprayed NiCrBSi + 50%vol. 
Fe2O3 coatings contain magnetite, Fe3O4, and both polymorphs of iron oxide, 
Fe2O3, hematite and maghenite, the latter not being present in the coating produced 
from the Fe2O3 powder. The new phases identified in this coating are boron sili-
cide, B4Si, and nickel silicide, Ni3Si. 

Coefficient of friction studies were done using an experimental design PS/DS-
P:24-1 (Table 2.7 and Table 2.8) in order to study the effect of 4 factors (in the case 
of each spraying technique) on a given property (roughness) with minimum num-
ber of experiments.  

 

Table 2.7. Experiment for plasma spraying              

Factors 
Amount  

of Fe2O3, % 
Gas pressure, 

MPa 
Current  

intensity, A 
Spraying 

distance, mm 
Coefficient  

of friction, µ 

Code xp1 xp2 xp3 xp4 yp 

Base level 30 0.7 550 100 – 

Interval 10 0.1 50 20 – 

Upper level (+) 40 0.8 600 120 – 

Lower level (–) 20 0.6 500 80 – 

Experiment 1 – – – – 0.235 

2 + + – – 0.09 

3 + – + – 0.105 

4 + – – + 0.10 

5 – + + – 0.125 

6 – + – + 0.165 

7 – – + + 0.105 

8 + + + + 0.075 
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Table 2.8. Experiment for supersonic spraying 

Factors 
Amount of 
Fe2O3, % 

Oxygen flow 
rate, l/min. 

Propane flow 
rate, l/min 

Spraying 
distance, mm 

Coefficient of 
friction, µ 

Code xh1 xh2 xh3 xh4 yh 

Base level 30 265 74 150 – 

Interval 10 15 10 15 – 

Upper level (+) 40 280 84 165 – 

Lower level (–) 20 250 64 135 – 

Experiment 1 – – – – 0.23 

2 + + – – 0.07 

3 + – + – 0.11 

4 + – – + 0.12 

5 – + + – 0.11 

6 – + – + 0.14 

7 – – + + 0.14 

8 + + + + 0.08 

 
This method gives only the direct effects of the factors on a considered property 

and factors have to be independent, which means that the variation of a given fac-
tor does not lead to an uncontrolled variation of another. The four independent 
factors considered in the case of each spraying technique. Iron oxide amount added 
to the NiCrBSi matrix, gas pressure, current intensity and spraying distance were 
changed in experiment during plasma spraying. In the process of supersonic spraying 
as main factors iron oxide amount added to the NiCrBSi matrix, flow rate of oxy-
gen, flow rate of propane and spraying distance were considered. Plan of 8 experi-
ments, lower and upper levels of factors and theirs combinations are presented in 
Table 2.7 and Table 2.8, respectively for plasma and supersonic spraying. Details 
of this statistical experiment are described elsewhere [123]. 

On the base of measurements regression equations were determined. In the case 
of plasma spraying (designations, see Table 2.7): 

yp = 0.125 – 0.033xp1 – 0.125xp2 – 0.02xp3 – 0.01xp4                   (2.98) 

for supersonic spraying (designations, see Table 2.8): 

yh = 0.114 – 0.024xh1 – 0.019xh2 – 0.009xh3 – 0.0006xh4                (2.99)  

Analysis of both equations let to conclude that in the case of plasma spraying (eq. 
(2.98)) the most important factor influenced on coefficient of friction is pressure of 
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plasma gas. Coefficient of friction of supersonic sprayed coatings (eq. (2.99)) depends 
on content of Fe2O3 in the mixture with NiCrBSi powder and oxygen flow rate. 

 
The present study shows that: 

1. By blending the NiCrBSi and Fe2O3 powders characterized by different particle 
size distribution and morphology (the former being full, spherical in shape, the 
latter having a flaky, fuzzy structure), and then plasma or HVOF spraying them 
over a substrate, we can obtain a composite coating containing the two com-
pounds. 

2. The microstructure of coatings depends on the applied thermal spray process. 
Plasma sprayed coatings have a highly deformed lamellar structure interspersed 
with very thin oxide inclusions. HVOF coatings, on the other hand, exhibit little 
deformation of particles and thicker oxide films. 

3. Compared with plasma coatings, HVOF composite coatings show lower coefficient 
of friction, which is strongly influenced by content of Fe2O3 in the mixture with 
NiCrBSi powder and oxygen flow rate. Pressure of plasma gas is the factor which 
extremely decided about coefficient of friction of plasma sprayed coatings. 
 

 

2.8. ANALYSIS OF RESIDUAL STRENGTH AFTER FATIGUE  
IN FIBROUS COMPOSITE USING MARKOV CHAINS MODEL 

Rafal Chatys, Yury Paramonov, Mārtiņš Kleinhofs 

 
 
Investigation of degradation of residual strength after fatigue is of vital impor-

tance to the reliability of aircraft structures. A lot of papers are devoted to this 
problem. Fine discussion of the state-of-the-art phenomenological residual strength 
models is provided in [124] with references of 49 papers. So it is no good once 
again to repeat the review of these works. Only we mention the main weakness of 
these works. The distribution of static strength, the fatigue curve, and the accumu-
lation of fatigue damages under a program loading are often described by poorly 
interconnected theories and hypotheses. The distribution of static strength is usu-
ally analyzed by the Weibull or lognormal distributions, while the fatigue curve is 
described by formal regression dependences, for example, by exponential equation: 

max 1bK N                (2.100) 

where: max  – being the maximum cycle stress, K and b  – the experimentally 

derived S N  parameters. 

We see no connection of this (and similar equations) with static strength distri-
bution.  
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The summation of fatigue damages under a program loading, as a rule, is carried 
out by using the Palmgren-Miner hypothesis and its modifications. For example, in 
[125], containing a brief review of 50 studies, for describing the condition of failure 
at a single change in the loading mode, the equation 

1)/()/(
2

1
2211 

 NnNn                           (2.101) 

was suggested, where n1 and n2 are the numbers of loading cycles; N1 and N2 are the 
average fatigue life at the first and second loading levels; 1 and 2 are constants. 

Similarly, in [124] for description of residual strength ( )X n  after n  fatigue cy-
cles, really, some (nunlinear) modification of linear Bourtman and Sahu [126] 
model are used. For example the following equation is considered:  

max( ) (0) ( (0) )( / )kX n X X n N                (2.102) 

Corresponding the cumulative distribution function (cdf) for ( )X n  was developed, 

using Weibull distribution for (0)X   
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where: a,   being parameters of Weibull cdf : ( ) 1 exp( ( / ) )F x x    .  

For offered in [124] model, which is referred to as OM model, 1 2exp( / )k k k n N . 
But in conclusion of [124] it is said, that “even though the OM in most cases predict 
satisfactory the residual strength it requires a considerable experimental effort for im-
plementation and do not consistently produce safe prediction”. 

All considered in [124] models really give the deterministic phenomenological 
description of degradation of residual strength. And it seems that without deep 
probabilistical analysis we can not get the solution of the problem. Also it is very 
difficult problem, we should try to find solution. 

 In authors publications [127, 128] the last version of mathematical model based 
on the Markov chains theory (MCh-model) was described (more simple versions 
are described in [129-132]). It provides, from unified positions, a tool for a coordi-
nated description of the distribution of static strength, the fatigue life, for evaluating 
the residual strength and residual fatigue life after some preliminary fatigue loading. 
It can not be said, that the problem is solved already, but by analysis of specific 
numerical examples it was shown that this model deserves to be studied more cir-
cumstantialy and that development of this model can be productive.  

In this paper we make test of this model using dataset reported in special  
OPTIMAT BLADES testing program documents [133-136]. It is shown again that 
studied MCh-model gives reasonable result. 
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In section 2 we remind the main ideas of this model. In section 3 we consider its 
application to mentioned above dataset. In Conclusion the analysis of this experience 
is given. 

2.8.1. MODEL OF ACCUMULATION OF FATIGUE DAMAGES BASED  
ON THE MARKOV CHAIN THEORY, WITH ACCOUNT  
OF MATRIX PLASTICITY  

It is assumed that the fatigue failure of a test specimen occurs after the destruc-
tion of some its critical microvolume (CMV) consisting of perfectly elastic (brittle) 
longitudinal fibers (bundles) (the elastic part) and a matrix where plastic deforma-
tions accumulate during cyclic loadings (the plastic part) (Fig. 2.61).  

(We should note that, except for the longitudinal elements, the plastic part in-
cludes all other composite components, i.e., the matrix itself and all the layers with 
stackings different from the longitudinal one!). 

We assume that, if the number of elastic elements in the CMV able to take up the 
longitudinal load decreases by Rr  during the cyclic loading, the elastic part of the 
specimen breaks down, which is followed by the failure of the specimen as a whole. 
 

 
Fig. 2.61. Model of the critical microvolume of a composite under a load and after removal of 
the load. Explanations in the text 

 
The slanted hatching in Figure 2.62 symbolically points to the possibility of ac-

cumulating an irreversible plastic strain. If it exceeds some level Y , the failure of 
the CMV and the specimen as a whole occurs. We emphasize that this graphic 
image, as applied to a composite, should be understood symbolically. It is more 
suitable for metals, where the accumulation of plastic strains is associated with 
some “act of flow” (for metals – a shift over slip planes). We will assume that an 
individual act of flow, in the mathematical description of the process, leads to a 
respective change in the state of MC, while in the physical description – to the 
appearance of a constant plastic strain 1Y . The failure of CMV takes place after 

the accumulation of a “critical” number of such acts Yr , i.e., after the accumulation 

of a critical plastic strain, the relation YC = 1Y Yr  is valid, where YC  and Yr  are 
model parameters. Since the elastic and plastic parts are integrated in a unit, the 



 169 

accumulation of plastic strains (irreversible deformation of the plastic part) leads to 
the appearance of residual stresses: tension in the elastic and compression in the 
plastic part of the specimen. 

Let us associate the process of gradual failure of a specimen with a stationary 
Markov chain whose set of states is determined by the number of broken elastic 
elements and the number of acts of flow. The matrix of transition probabilities is 
presented as a totality of ( Yr +1) blocks with ( Rr +1) states within each of them. 
Then, the indices of input and output states, i and j, respectively, can be expressed 
in terms of the corresponding local indices iY, iR, jY, and jR by the formulas 

RYR iiri  )1)(1( ;    RYR jjrj  )1)(1(                  (2.104) 

Table 2.9 shows an example of (symbolic) filling of the matrix for the case 
where Yr = Rr = 2.  

 
Table 2.9. Example of the Matrix Structure of Transition Probabilities 

jY 1 2 3  

jR 1 2 3 1 2 3 1 2 3 
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In this case the destruction of a specimen occurs if two longitudinal elements 

fail (event A), or two acts of flow accumulate (event B), or events A and B take 
place simultaneously. To these events there correspond absorbing states of the 
Markov chain. In the example considered, there are ( Yr +1)( Rr +1) = 9 such states. 
The symbols pR0, pR1, designate the probabilities of failure of the corresponding 
numbers of elastic (rigid) elements; pY0, pY1, are the probabilities of the corresponding 
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numbers of acts of flow (yielding). In the present study, we assume that the number 
of elastic elements destroyed in one step has a binomial distribution. If we have Rn  

still undestroyed elements, the probability of failure Rk  of additional elements is 
found by the formula 
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
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where: RRR irn  , RRR ijk   at RR nk 0 , )1(1  RR rn  and (.)RF  is 
the cumulative distribution function (cdf) of the strength of undestroyed 
elastic elements;  YRR iiS ,  is the stress in the elastic part when the process 
is at an i-th state.  

The probability of the fact that, at the same state of the process, the additional 
number of acts of flow will be equal to ,Yk  is described by a similar formula: 
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where: YYY irn  , YYY ijk   at YY nk 0 , )1(1  YY rn  and (.)YF  is the 

cdf of the yield point; ( Yj 1) is the number of acts of flow;  YRY iiS ,  is the 

stress in the plastic part; the number of preceding acts of flow is (jY 1), and 
the number of already destroyed elastic elements is (jR 1). 

We will also assume the lognormal distribution for yield points of the plastic part: 
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where: X and Y are the natural logarithms of the ultimate strength of elastic ele-
ments and of the yield point of the plastic part, and  (.) is the function of 
standard normal distribution. 

 
The local stress is a function of the normal stress applied, the number of already 

destroyed elastic elements, and the number of preceding acts of flow. Let the initial 
value of the critical cross section examined be equal to 1 YR fff , where 

YR ff ,  are cross sections of the elastic and plastic parts, respectively. After the 
break-down of i elastic elements, the new value of this cross section is equal to 

 RRiR riff /1 . The cross-sectional area of the plastic part does not vary, but 

its length depends on the number of acts of flow. If both the parts operate within 
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the limits of elasticity, we can write the following equations of equilibrium and 
compatibility: 
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where: S – the average normal stress; E – the elastic modulus; R, Y – indices of the 
elastic and plastic parts, respectively.  

If the lengths of both the parts are equal, 

)//( RYYRR EEfffSS     (2.109) 

)//( YRRYY EEfffSS     (2.110) 

But if acts of plasticity have occurred and the length of the plastic part is 1Yl  

instead of its initial length )1( YYl  , residual stresses arise in both parts of the 
specimen at the zero external loads, which are determined from the system of 
equations 
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The solution of this system (within the limits of elasticity) makes it possible to write 

 YYRRYYRR EfEfES )1(1      (2.112) 

  RRYYYYYY EfEfES   1     (2.113) 

Let us assume that the elongation of the plastic part is proportional to the number 
of plasticity acts: )1(1  YYY i , YY ri ,...,1 , where 1Y  is a model parameter.  

 
By renumbering the states, the matrix of transition probabilities can be reduced 

to the form 
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where I is the unit matrix and 0 is the matrix consisting of zeros. Then, if the process 
starts from the first state, the distribution function for the number of steps in the 
Markov chain before absorption, AT , is given by 
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where a is a row vector with the structure (1, 0, 0, ... 0); b is a column vector of 
type (0,…,0,…,1,…,1), with the number of unities equal to the number of ab-
sorbing states. 

In what follows, for definiteness, loading by a pulsing cycle is assumed, S is the 
maximum (nominal) stress of the cycle, and 1( , , ,...)Y R Yr r   is the vector-
parameter (its components are parameters of the structure of matrix P, parameters 
of distribution functions of strength and plasticity limits, ...). In the general case, it 
may be assumed that one step of Markov chain corresponds to Mk  cycles; then 

Mk  is also a component of the vector . 
Using the formulas of the theory of finite Markov chains [137], we obtain that 

the column vector of average numbers of steps before the absorption, whose com-
ponents correspond to different initial states, is 

  N                  (2.116) 

where   1 QIN ,   is a column vector filled with unities.  

The corresponding vector of variances is 

  sqIN   22            (2.117) 

where   Asq Iiii  ,)()( 2 , and AI  is the set of indices of absorbing conditions. 

The matrix of absorption probabilities is 

  NRBB ij                           (2.118) 

where ijB  is the probability of completion of the process at an j-th absorbing state 

if the initial one is an j-th irreversible state.  

These formulas to the full are of importance in a program loading. In a cyclic 
loading with a constant cycle stress, we are interested only in the first components 
of the vector  and 2 and in the first row of the matrix B, which correspond to the 
beginning of Markov chain from the first irreversible state. The components of the 
first row of the matrix B show the probabilities of various failure modes (through 
the destruction of elastic elements, or an inadmissible elongation of the plastic part 
of the specimen, or their combination). 

The fatigue life )(St p  (the number of cycles) corresponding to the probability 

of failure p under an initial normal stress S (the p-quantile fatigue curve) is found 
from the formula 
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Notice that the knowledge of cdf (2.101) allows us to calculate the average 
fatigue life ))(( STE at an arbitrary S and, with known experimental data for con-

structing the fatigue curve, to estimate the parameter  by using either the 
nonlinear method of least squares or the method of maximum likelihood. These 
questions are treated in [129, 130]. 

 
The matrix P is a function of S. Therefore, the quantity 

baPxF t
t

)(                  (2.120) 

where x = S, determines the probability of failure of specimens in t steps ((kM t) 
cycles, where kM – is the number of cycles equivalent to one step of MC) at a stress 
equal to S, i.e., it determines the distribution function of residual strength (in this 
case, the fatigue limit at a fixed restricted number of cycles (kM t) in fatigue tests).  

 
The vector of probabilities on the states of Markov chain after loading ( 11,nS ), 

i.e., after n1 steps with a stress S1, is defined as 

11nS = 1

1
,...)0,1( nP                                              (2.121) 

The last )1( RY rr   components of this vector define the absorption probabili-
ties of the Markov process at the states corresponding to failure of the specimen. 

The residual strength 
1n  after loading (S1, n1), i.e., after n1 steps with a stress 

S1, of course, is measured only on unfailed specimens. The corresponding compo-
nents of the vector of distribution of probabilities on the nonabsorption (irreversi-
ble) states of the Markov chain are 
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where: )(
11

knS , and *,...,1 mk   – are components of the vector 
11nS ; 

*m = )1)(1(  RY rr – )1( RY rr   – is the total number of non absorption (irre-

versible) states. The last )1( RY rr   components of the vector *
1n , corresponding 

to the absorption states, are obviously equal to zero, since here we consider only 
specimens not failed upon the preliminary loading. 

For such specimens, the distribution function of the stress II
n1

  at which absorp-

tion in one step in the Markov chain occurs (which corresponds to failure of a 
specimen in kM cycles), has the form 
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where: 1Sx  , )(xP  – is the matrix of transition probabilities at xS  . If kM is 
equal to unity or is relatively small, relation (2.103) determines the distribution of 
the residual strength.  

The notion “relatively small” has to be de fined more exactly during the accu-
mulation of practical experience in using the model for processing experimental 
data. In general case, the function )(

1
xF

n
 determines the distribution of a conser-

vative estimate of residual strength since, obviously, the destruction in one cycle 
requires a greater load than in kM cycles. 

Formulas (2.121)-(2.123) are easily generalized for the case where the residual 
strength is investigated after some arbitrary sequence of loadings ),( 11 nS , 
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For example, after the application of a load (S2, n2) with an increased value of 
stress, subsequent to a “normal” load (S1, n1), we have to assume r = 2 in Eqs. 
(2.124)-(2.126). 

2.8.2. NUMERICAL EXAMPLE 

In [133-136], results of 17 fatigue tests at R = 0.1 and results of 33 residual 
strength tests for 3 different stress levels (48.5; 63.6 and 78.3 MPa) of preliminary 
loading in frame of OPTIMAL BLADES testing program of the OB UD material 
are reported. ISO standard specimens, [+45/-45]s, were therefore used. We see that 
in this case there are not straight longitudinal items (fibers or strands). But if we 
consider the described model just as nonlinear regression model we can try to make 
fitting of fatigue and residual strength experimental data using this model. 

In Figure 2.62 we see the fitting of the fatigue data and in Figure 2.63 the re-
sidual strength and corresponding “prediction” using MCh-model and fatigue pa-
rameter estimates are shown. In Table 2.10 we see parameters of the model, which 
was used for these calculations. 

 



 175 

2.5 3 3.5 4 4.5 5 5.5 6 6.5
40

45

50

55

60

65

70

75

80

85

90

Log(T)

S
(M

P
a)

 
Fig. 2.62. Results of fatigue life tests at approximatelly pulsating (R = 0.1) loading (+) ac-
cording to [133] and the calculated estimates of mathematical expectations of the respective 
order statistics (O) 
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Fig. 2.63. Experiment (+) and estimates of the average residual strength vs the duration of 
preliminary loading with three stress levels (78.3 ( ); 63.6 (+) and 48.5 (x) MPa) 
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Table 2.10. Parameters of the Model 

                                      Parameters 

Numher of longitudinal elements in the elastic part of critical microvolume, rR 20 

Number of elongation “steps” in the plastic part of critical microvolume, rY 10 

Ultimate total relative elongation of the plastic part, Y 0.2 

Relative area of the elastic part, Rf  ( Yf =1 – Rf ) 0.21 

Elastic modulus of longitudinal elastic elements, ER, MPa 79.000 

Elastic modulus of the plastic part, EY, MPa 5.000 

Average value of the (natural) logarithm of the strength of longitudinal elastic 
elements, R0 (exp( R0 )) 

5.7038  
(300 MPa) 

Standard deviation of the (natural) logarithm of the strength of longitudinal elastic 
elements, R1  

0.2 

Average value of the (natural) logarithm of yield point of the plastic part of critical 
microvolume, Y0 (exp( Y0 )) 

4.0943  
(60 MPa) 

Srandard deviation of the (natural) logarithm of yield point of the plastic part of 
critical microvolume, Y1  

0.2 

Number of cycle’s equivalent to one step of Markov chain, kM 6934 

N o t e .  In parentheses, values according to the linear scale are given. 
 
The present study shows that: 

1. An analysis of the calculation results obtained shows that the considered model 
reasonably describes the “lower part” of the fatigue curve and mean value of re-
sidual strength. 

2. The mathematical model suggested, from unified positions, gives a tool for con-
sistently analyzing the distribution of static strength, the data for constructing the 
fatigue curve, and the prediction of distribution of residual strength under a pro-
gram loading. The model is too simple to be able to exactly predict the fatigue life 
based on the data of static strength. In essence, it is model of nonlinear regression, 
but as distinct from, for example, the Weibull model of fatigue curve, the parame-
ters of the model suggested can be interpreted as parameters of distribution of the 
local static strength. After estimating these parameters according to the data of fa-
tigue curve, the model can be used for predicting the distribution function of re-
sidual strength after fatigue loading (in [127] it is shown that the model can be 
used for “prediction” fatigue life under program fatigue loading and for “predic-
tion” residual fatigue life after some preliminary fatigue loading). 

3. The model considered is most suitable for describing the processes with pulsating 
loading cycles. But using some method of “converting” of some cycle with arbi-
trary min max/R    into “equivalent” pulsating loading cycles (see, for exam-
ple, [138]) this model can be extended to arbitrary loading cycles. 
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4. The determination of parameters of the model of nonlinear regression (the pa-
rameter kM is easily found by using the methods of linear regression) is a serious 
problem. The search for its efficient solution is the subject of a special investi-
gation. Therefore, at present, it seems likely that the model considered here 
cannot yet be recommended for “industrial” applications. However, it is of in-
terest not only for student studies, but also for a serious scientific investigation, 
since it gives a sufficiently informative “translation of mathematics into physics”. 
And it deserves to be studied more circumstantialy. 
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